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Abstract

Urban communities across the country are implementing policies to address their ever in-
creasing commuter congestion. These policies are relatively new and vary from city to city, so
not much is known about their full effects. In order to evaluate different congestion reduction
policies, I develop a discrete choice structural model of the joint decision of family residence
and individual commuting mode, as well as the individual’s resulting commute time, given
the characteristics of the housing market and transportation system. I estimate the model us-
ing individual-level, restricted-access data from the American Community Survey (ACS) and a
unique dataset of individual commute options and characteristics that I create using geographic
information system (GIS) network analysis. I use model estimates to simulate the effects of
transportation policies that alter the financial and time costs of commuting such as congestion
pricing schemes, fuel or carbon taxes, and increased parking fees.
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Part 1
Introduction

Traffic jams are more than just a minor annoyance. American automobile commuters wasted an
estimated 3.1 billion gallons of fuel and lost 6.9 billion hours because of congestion in 2014, a
cost estimated at $160 billion (Schrank et al. 2015). Worse, congestion is not improving. The
average annual congestion delay has more than doubled since 1982, the first year for which data is
available. The social welfare cost of congestion is likely even greater than these estimates due to
losses from uncertainty over commute times and congestion-induced increases in global and local
pollution, traffic accidents, and noise.! Urban planners traditionally attempt to reduce congestion
by increasing capacity: either by expanding roadways or public transit systems. Yet, Duranton
and Turner (2011) find that building an additional kilometer of roadway leads to a one-to-one
increase in mean daily vehicle kilometers traveled. They also show that the supply of mass transit
alternatives has no effect on vehicle kilometers traveled. In other words, the most prevalent policy
instruments for reducing congestion do not appear to have their intended effect.

As congestion continues to increase, communities across the country are looking at new con-
gestion pricing policies that place a monetary cost on travel when and where congestion is great-
est.” These policies can reduce congestion by internalizing externalities (Parry et al., 2007); yet,
widespread use of such policies has been difficult for policymakers to implement due to constituent
concerns that the policies are regressive in nature and fears that travelers will face increased finan-
cial costs without offsetting time savings. These priors persist despite examples of policies that
have proven to be both successful and popular in a handful of cities around the world (Leape 2006,
Eliasson 2014). Determining a priori whether these, and other, common voter misgivings about
congestion reduction policies are warranted is a daunting task for two reasons. First, doing so
requires predicting the impact of different policies on the well-being of very heterogeneous com-
muters in an interconnected transportation system. Second, congestion reduction policies affect
far more than just how people commute. For instance, Baum-Snow and Kahn (2000), Bento et al.
(2005), and Duranton and Turner (2011) all find evidence that commuting and residential location
choices are inextricably tied. Housing choice influences the options in and characteristics of an
individual’s commuting choice set, so simple models of commuting decisions alone do not ad-
equately capture behavioral responses. This work seeks to address these issues and inform the
discussion of a burgeoning set of policy alternatives by simulating the effects of different conges-
tion reduction policies.

To do so, I develop a structural model of an individual’s commuting mode and the key interre-
lated decision affected by the policies of interest, residential choice. I make three key contributions
to the literature. First, I deal with the endogeneity of residential choice in models of commuting
method by explicitly modeling both residential and commuting choices together. Failure to ade-

ISee Parry et al. (2007) for a full accounting of automotive externalities
These policies include cordon charges that impose a fee on drivers who travel within or into a congested area and
variably priced, managed lanes that prevent congestion by charging an adjustable access toll (Lewis 2008).

2



quately address this connection would result in biased coefficient estimates.

Second, I estimate my model using the 2000-2009 restricted-access versions of the ACS for
the Washington, D.C. metropolitan area. These rich individual-level datasets allow me to include
numerous unobserved heterogeneity terms which strengthen the validity of my results relative to
more aggregate analyses which are often undertaken. I use precise information on where individ-
uals live and work from the non-public versions of the ACS. The restricted-use geographic location
information, along with data [ have assembled on the structure of the transportation network allows
me to map each individual’s optimal commute from each home and by each commuting method
in the choice set. To do this, I use geographic information system (GIS) network analysis. The
mappings allow me to create a unique dataset of individual commute options and characteristics
that I use to estimate the trade-offs that individuals make among consumption, housing amenities,
and leisure when choosing a home and commuting mode pair. This allows me to improve upon the
residential choice literature where state of the art analyses use controls for the role of commuting
costs in housing decisions with either neighborhood aggregate commute times (Bajari and Kahn
2005, 2008) or as-the-crow-flies distances between home and work (Bayer and McMillan 2012).3

Finally, I am in the process of using model estimates to simulate the full set of effects of trans-
portation policies that alter the financial and time costs of commuting on the joint distribution of
residential housing and commuting methods. These policies include congestion pricing schemes,
fuel or carbon taxes, and increased parking fees.

The next section provides a review of the related literature. Section III describes my theoretical
model. I detail the data used in Section I'V. Sections V and VI explain my estimation strategy and
results. The results section in this paper is incomplete, but I outline the tasks that will be completed
as part of the published version of the project. Finally, I offer conclusions in Section VII.

Part 11
Literature Review

My research draws from three distinct literatures: transportation, residential location choice, and
congestion pricing. I begin by discussing insights from the former areas, as well as highlighting
ways in which my work advances the given literature. Then, I conclude by providing background
on congestion reduction methods.

3Langer and Winston (2008), who are also interested in the effects of congestion reduction policies, ask, “How
can one estimate the economic effects of road pricing while accounting for its impact on land use?” They posit a
methodology similar to the one I develop, but note that it is an ambitious undertaking in explaining their decision to
use hedonic methods to answer the question, by saying, "a disaggregate approach for a metropolitan area would model
the determinants of a commuter’s choice of mode of transportation, departure time, destination, route and residential
location and simulate how those choices change in response to an efficient congestion toll. Unfortunately, the data
and modeling requirements of a disaggregate approach-especially in determining a commuter’s residential location
alternatives and their attributes-are formidable.” My work attempts to make progress on the formidable task they
describe.



1 Transportation

There has been a great deal of research on what can broadly be categorized as travel demand
analysis, and Small and Verhoef (2007) provide a comprehensive overview of the issues that must
be addressed and the methods that are used. Key among those issues, in order to estimate how
individuals commute, one needs to find a way to measure the alternative-specific attributes of
commutes that an individual did not choose. As Small and Verhoef explain, there are two options:
either use values reported by individuals in the survey or use engineered values produced from
network analysis. Each has shortcomings. The former may be biased because individuals do not
know much about the options that they do not choose or because they misreport so as to reinforce
the option they do choose. The latter are costly to calculate and are not always accurate. ACS data
reports commute times for chosen options only, so I calculate engineered values using GIS network
analysis. Although computationally expensive to calculate, results in Section 10 show that they do
explain some of the variation in reported commute times, conditional on commuting by the given
method.

I use the engineered commute times I calculate as an input to a disaggregate model of com-
muting modes based on the random utility maximization (RUM) model developed by McFadden
(1974).* The basic identically and independently distributed (iid) multinomial probit (MNP) and
logit (MNL) versions of this model suffer from the well known independence from irrelevant alter-
natives (I[A) problem, so subsequent research has relaxed this assumption, commonly with nested
MNL or mixed-multinomial logit (MMNL) models (McFadden 2001). My structural model also
relaxes these assumptions, as well as the assumption that an individual, choice specific error enters
utility linearly, as there is no strong economic justification for this specification.

Finally, Small and Verhoef (2007) argue that the endogeneity of travel characteristics is not
a great concern when using disaggregate data because researchers can make the assumption that
individuals take those characteristics as given when making travel related decisions. This is true
to the extent that individuals have no control over the characteristics of their commute. However,
Baum-Snow and Kahn (2000) find evidence that some of the increase in system travelers after the
expansion of mass transit systems can be attributed to individuals who move to take advantage
of the infrastructure improvements, and Duranton and Turner (2009) indicate that individuals have
the same response to the expansion of roadways. Although individuals cannot control, for instance,
how fast traffic flows on a given road or where a given subway train stops, they can control which
road or which subway line they take by choosing where they live relative to where they work.
Additionally, Bento et al. (2005) find evidence of a relationship in the other direction: measures of
urban spatial structure have small but significant effects on travel demand. They provide a thorough
discussion of the bias that is caused by failure to adequately address this connection. In order to
address the biases introduced by the interdependence of commuting characteristics and residential

“McFadden (2001) provides a historical survey of the methodology of individual travel demand analysis using
RUM models, and Train (2009) is an excellent resource for practitioners.

3To be precise, work location also influences commuting characteristics. See Appendix B.3 for a discussion of the
implications of not including work location decisions in my model.



location, I jointly model both residential choice and commuting decisions.

2 Residential Choice

Early, theoretical work on location decisions is characterized by the assumption that all individuals
commute to the same central business district, and a land-rent gradient develops (see, Alonso
1964, Mills 1967, and Muth 1969). Evidence of this gradient can be seen in current empirical
research. Bajari and Kahn (2005, 2008) model residential location decisions using a three-step
estimation process based on hedonic estimation of home prices. The latter work explicitly controls
for commuting costs with the average commute time of individuals who live in the given home’s
Census tract. They find that willingness to pay to reduce commuting time is slightly less than
the household owner’s hourly wage at the margin.® Langer and Winston (2008), who also use
hedonic methods, calculate a marginal willingness to pay of roughly half the average household
wage when using the average commute time in the household to measure commuting costs. While
these aggregate measures of commuting are useful in hedonic settings where the value of the home
is determined by market forces (not just an individual’s valuation), they are less satisfactory in
a model of individual outcomes. I model the actual commuting options and characteristics that
individuals face when choosing a home. I also relax the implicit assumption that all commuters
travel to the same area for work and model cities as aspatial urban areas instead of monocentric
ones.

Bayer and coauthors have pioneered an alternative way to model residential location using
restricted-access Census microdata to explore topics ranging from segregation in housing markets
(Bayer et al. 2004) to labor market hiring networks among neighbors (Bayer et al. 2008). In
general, these works estimate equilibrium models of residential choice using household data and
the differentiated products methods of Berry et al. (1995).” They model differences in household
preferences for residential locations, conditional on work location, but focus on the implications
of Tiebout (1956) sorting in housing markets, not commuting decisions. They control for the
influence of commuting in residential decisions with the as-the-crow-flies distance to the head of
household’s job. Bayer and McMillan (2012) find, for instance, that households are willing to
pay about $50 per month to reduce daily commutes by one mile. I improve on their methodology
by more accurately modeling the commute faced by individuals in the household. Specifically, I
model the duration and mode of the commute, and I allow for heterogeneity in preferences over
commuting methods. They also find that their commuting estimates are sensitive to controls for
unobserved neighborhood quality, so I develop a flexible way to incorporate neighborhood effects
into my model that is outlined in Section 12.1.2.

The earliest empirical models of residential choice were developed in the late 1970s (Lerman
1976, McFadden 1978) based on the RUM model. While Lerman (1976) also incorporates com-

They note that this estimate is greater than estimates of roughly half the hourly wage commonly found in the
transportation literature.
7See Toannides (2012), Chapter 4 for a review.



muting decisions (as well as automobile ownership), I know of only one recent paper that models
the joint decision of residential location and commuting mode using individual level data. Vega
and Reynolds-Feighan (2009) use GIS network analysis to augment individual-level data to esti-
mate a cross-nested logit (CNL) model of the joint residential location and commuting decision.
They find that commuters have heterogeneous mode choice responses to policies that increase
their travel costs and that congestion policies are likely to have an effect on residential location
decisions. Although Vega and Reynolds-Feighan model commutes using GIS techniques for both
automotive and mass transit options, they aggregate all of the work locations in their city of analy-
sis (Dublin, Ireland) to four employment centers, resulting in a loss of precision. I improve on their
methodology by more accurately controlling for the commute characteristics individuals face, as
well as by allowing for a more flexible error structure in my model.?

3 Congestion Pricing

Economists have long advocated for use fees that internalize congestion externalities and improve
welfare.” Lindsey (2006) provides a comprehensive survey of the theoretical literature on road
pricing dating back to Adam Smith, but congestion pricing policies have only more recently begun
being implemented and are still not widespread.'® Lewis (2008) provides an overview of the

various forms of congestion pricing policies which I summarize in Table 1.

Table 1: Congestion Pricing Policies

Type Definition Examples

Area Wide Charges based on congestion level on all roads None

Variable Roadway Tolls include rush hour fees for particular roads NIJ Turnpike
Managed Lanes Variable tolls for separated lanes within a highway 1-15 & SR-91 (CA)
Cordon Fee to drive within or into a congested area London

Zonal Cordon charging with adjacent charging zones Trials in Europe

Source: Table created by the author using information from Lewis (2008).

He argues for the effectiveness of congestion pricing policies with some impressive measures.
The cordon charge introduced in London, England in 2003 reduced traffic in the cordon by 20
percent, increased traffic speeds by 37 percent, and raised more than $100 million in net revenues
that were used to improve the city’s mass transit system. Leape (2006) reports that the London

8My current work focuses on individual decision-makers and results are based on households with a single adult
commuter. Future research will also account for household bargaining over commuting characteristics between
spouses. This will allow me to add cohabiting couples to the model, instead of just relying on single individuals
for estimation as is the case in both this work and Vega and Reynolds-Feighan (2009).

Parry et al. (2007) discuss the externalities associated with automotive travel and the policies, ranging from fuel
taxes to congestion pricing, that can be used to address those externalities. The discussion is both in terms of efficacy
and political feasibility.

10See https://ceprofs.civil.tamu.edu/mburris/pricing.htm for a list of all instances of congestion pricing in practice
today. At present, there are less than 50 (broadly defined) examples of congestion pricing on roads around the world.
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cordon charge has been such a success that there have been discussions of a nationwide congestion
pricing policy. In the United States, managed lanes on SR-91 in California had an average speed
of 60 miles per hour during peak hours while congestion in the untolled lanes reduced speeds to
under 20 miles per hour.!!

Small et al. (2005, 2006) perform a thorough analysis of the effects of the congestion pricing
mechanism used on SR-91, finding that it does improve motorist welfare due to significant hetero-
geneity in traveler preferences. This occurs because low-value-of-time commuters are displaced
by high-value-of-time commuters who reap large benefits. However, the available data prevents
the authors from modeling mode choice, residential location, or time of travel, all of which can be
varied by commuters in the long run. My model addresses these concerns, while allowing for a

robust set of unobserved heterogeneity parameters their work suggests are important.

Part 111
Model

This section outlines a structural model of residential choice and commuting method that I estimate
using Census microdata. The structure allows me to determine the relative importance of housing
and neighborhood characteristics on residential choice, including distance to place of employment
and access to commuting options. I allow for heterogeneous preferences for those characteristics
as well as for commuting methods. I detail the model as it pertains to a single, adult decision-
maker.!? Finally, I explain how the model addresses the impact that dependent children have on
the behaviors of their parents.

While I advance the literature by treating the choice of residential location and commuting
mode as joint in a model with as much geographic detail as I have, I must nevertheless take other
decisions as fixed in order to keep the model tractable. I assume that an individual takes her city
of residence, family structure, vehicle ownership, and employment as given when deciding among
transportation options and residential choices. Additionally, I assume that the locations and hours
of employers and schools are independent of residential choices and transportation options. All of
these assumptions have the potential to bias my results, although to varying degrees. I discuss the
implications of these assumptions in Section B.3.

4 Single Person Household

The simplest type of family is that of an individual choosing where she alone will reside and how
she will commute. I build from the standard labor-leisure framework. An individual has prefer-

1See Anas and Lindsey (2011) for more information on the effects of several major congestion pricing programs.
121 leave the case of a family containing two, adult decision-makers who bargain with one another for future re-
search. Households populated by roommates are not considered.



ences over consumption and leisure and faces both a budget and time constraint. Consumption is
defined over a composite good and housing amenities, and leisure takes the form of either time
spent away from work or of some fraction of time spent commuting.

4.1 Preferences

I define a market (indexed by m) at the metropolitan level and assume that jobs (j) have charac-
teristics that include wages, hours, and location. Given a fixed market and job, an individual (i) is
faced with the decision of which house to live in (k) and by what method to commute (k). Pref-
erences are defined over composite consumption (cj;), housing amenities (H;;), and leisure in)
and represented by a utility function as

U (cink, Hin, Cin) -
The aggregate consumption good, ¢k, includes all non-housing consumption and savings.
As in Bayer et al. (2005), the individual derives utility from many different housing amenities,
including characteristics of both the house and the neighborhood. In order to include a rich set

of housing characteristics but still keep the utility function tractable, I define Hj, as a function of
observable housing and neighborhood characteristics (H;;) and unobservable characteristics (&),

Hy, = exp (HiY" + &) -
The exp (-) ensures that the utility function can be evaluated.!3 The observable characteristics, Hy,,
are allowed to vary over both i and £ in order to allow for interactions between individual and
home-specific observables, but variation over individuals is not necessary for the identification of
¥, The error term, &, is necessary to explain cases where an individual chooses to live in a home
that is observationally inferior to other homes in her feasible choice set. It can account not only
for unobserved characteristics of the home, but also for search and moving costs that might lock
an individual into a given home, but that are not explicitly modeled. It is known to the agent but
not to the econometrician, thus providing a source of unobserved heterogeneity in the model.

Following McFadden (2001), non-work time has two components,

Cinke = Cie+ (1 = Aie) tin
The ;5 term represents pure leisure. Time spent by individual i commuting between home /4 and
job j by method k (#;;) may contain a leisure component that is known to the agent but not the
econometrician.'* This component accounts for heterogeneity in preferences for commuting meth-
ods to explain cases where an individual chooses to commute by a method that is more costly, both
in terms of time and money, than other feasible methods.!> It is measured by the random variable

3Tn a subsequent section, I specify the utility function with a log transformed Cobb-Douglas functional form. The
exp (+) ensures that A, > 0 so that In (Hj,) can always be evaluated.

4Note that I drop the j subscript in all variables that vary over i, as jobs are taken as fixed for a given individual.

SThat heterogeneity in preferences for commuting methods affects utility through leisure is an assumption. This



Aix» which is bounded from below at 0 and varies over individuals and methods of commuting. As
such, if A; = 0, time spent commuting by method k is a perfect substitute for pure leisure. Note
that if commuting by method & is stressful and work-like, A;; = 1. A value of A;; > 1 means that
the individual views commuting to be less enjoyable than work.

There is nothing in economic theory that requires a lower bound on A, but A; < 0 does not
seem plausible. A value of A; < 0 would mean that the individual would rather commute than
engage in general leisure activities. Since traveling by method k is a feasible leisure activity, I
restrict A; to prevent nonsensical preferences. '

4.2 Prices

Individual i takes as given several prices in her market. The price of the aggregate consumption
good varies by metropolitan area. A local cost-of-living index, denoted as p{,, is used to measure
this variation. The opportunity cost of owning or renting a home is imputed as in Bayer et al.
(2007) and is represented as pf 17 1 do not observe savings or wealth, nor does my data allow for
a dynamic model, so converting housing stock expenses into flow opportunity costs is necessary,
given that a savings motive does not drive housing choice in my model. The average pecuniary
cost per mile of commuting via method k in market m is denoted as pik, where the d superscript
denotes distance. '8

In the data, there are 12 reported methods of commuting. These methods are condensed to the
most relevant options in Table 2, with associated per mile commuting costs.

Household automobile ownership is observed only as the number of vehicles available, but not
make, model, or year of those vehicles, so I use an average measure of miles per gallon (MPG)
to determine the price of commuting by automobile.'® The number of people in the carpooling
option is denoted by N7°?!. The p, prices are the average fare per mile for the given system in

specification is useful because it allows the preference to vary with the duration of the commute. An individual
may have an extreme dislike for driving, but may opt to drive if a short commute minimizes the displeasure. This
specification is less desirable if the costs or benefits of a given method of commuting are not variable. For instance, if
an individual prefers to drive because of the flexibility it allows in running errands after work.

16This restriction is supported by the the time use literature. Krueger et al. (2008) provide comparisons of how
people felt while engaging in different activities. Unsurprisingly, their results indicate that individuals prefer most
leisure activities to commuting. Additionally, their results show that commuting and working rank as almost equally
unenjoyable activities, with their ordinal rankings varying by survey methodology.

7For notational clarity, I capitalize the “H” superscript that serves as a label for the price to avoid confusion with
the “h” subscript that serves as an index.

!8Fixed costs, such as parking fees and tolls, are assuredly important components of commuting decisions, but I
do not observe these costs in the data. The former is not reported by individuals and the latter depends on the exact
commuting route, which I do not observe.

191 assume 20 MPG based on Bureau of Transportation Statistics “Average Fuel Efficiency of U.S. Light Duty
Vehicles” figures (http://www.rita.dot.gov/bts/sites/rita.dot.gov.bts/files/publications/national_transportation_statistics
/html/table_04_23.html). Since not all vehicles have the same fuel efficiency, it would be preferable to specify MPG as
the sum of the mean MPG of the automotive fleet in the given year and an individual specific error. This would allow
me to integrate over the distribution of the error in order to obtain a more accurate measure of automotive commuting
costs, as well as allow for correlation with other errors in the model. Due to the added computational costs, this is left
for future research.


http://www.rita.dot.gov/bts/sites/rita.dot.gov.bts/files/publications/national_transportation_statistics/html/table_04_23.html
http://www.rita.dot.gov/bts/sites/rita.dot.gov.bts/files/publications/national_transportation_statistics/html/table_04_23.html

Table 2: Commuting Methods and Costs
Method (k)  Pecuniary Cost Per Mile
Automobile p%,auto =

Pgas

MPG
Carpool Pl pool = it
Bus Pi’bm = p_m,bus
Streetcar pi,str@etcar = Pm,streetcar
Subway pg@subway = Dm,subway
Rail pfn,mﬂ = Pm,rail
Walk pi.olher =0

metropolitan area m.

4.3 Constraints

Individual i faces both a budget constraint and a time constraint. To represent expenditures, I first
define N and NX as the number of homes and commuting methods in market m. I then define an
Ng x 1 vector, I;, whose hth element is 1 if the individual lives in home % and O otherwise. Next, I
define d;j as the distance between house / and job j that individual i travels by commuting method
k. 1 pack those distances into an NX x 1 vector of commuting distances traveled by individual i
from house / by each commuting method, d;i.2° The budget constraint is defined as

Pocm+ PP L+ ph dw =wil,
(INE)NE 1) (1xNK)(NE < 1)
where wj is individual i’s wage, and L; is the individual’s time spent at work. Sample selection
criteria guarantee that all individuals are employed, and wages and work hours are taken as fixed.
I denote total time as 7 and the commuting time by method k as t;5;. Individual i’s time
constraint is
Cink +tipk +Li = T.

The commuting time by method & (¢;;;) is treated as a function of a linear index of the charac-
teristics of the commute (Kihky,f ) and a measurement error term (e;;;) due to the econometrician’s
uncertainty about the exact route the agent takes, traffic patterns, etc.?! It is written as

tinke = exp (K YE + eint) (1

where the exp () ensures that time spent commuting is positive. Note that random, temporary
shocks (e.g., accidents, weather, construction) do not affect the agents’ long term commuting de-
cisions.

20Note that the kth element of d;; will be 0 for individuals who do not commute by the kth method.

2IThis specification is necessary because the data reports commute times for chosen options only. I use character-
istics of the commute calculated using GIS network analysis to impute unobserved commute times based estimates of
¥X recovered from observed commute times.
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4.4 Parameterization

I define the utility function with a Cobb-Douglas functional form and make the familiar natural log
transformation, which results in

U (cine, Hin, Gn) = of In(coe) + o (HnV? + €5) + 0of In (G + (1 — M) i)

where o, OClH , and ocf are taste parameters over composite consumption, housing amenities, and
leisure. I normalize of to 1 and ¥ to O to ensure identification. The other parameters, o’ and o/,
are allowed to vary with observable characteristics (X;) of the individual and contain error terms to
capture unobserved heterogeneity in preferences. The taste parameters are defined as??

of = 1,
of = exp(Xip" +w),
of = exp (Xiﬁé + ui> :

4.5 Choice Problem

Taking labor market decisions, job characteristics, and vehicle ownership as given, the full choice
set is a residence and a method of commuting. By choosing a residence, the individual determines
the characteristics of both her home and commute options. The joint choice of a residential location
and a particular method of commuting determine the individual’s consumption and allocation of
time. The former is uniquely determined by the budget constraint, since there is no saving in the
model. Similarly, since hours of labor are taken as given, the time constraint determines leisure. In
summary, an agent in the model faces the unconstrained choice problem

Wil Ppcl Pm lh) +exp (XiﬁH + ,Ui) (HihYH + gih)
m

+ exp (Xiﬁf + ui) In (T —Li — A exp (Kihk’}’kk + e,-hk)) . 2)

iRi

max U (cine, Hin, Uin) = ln(

5 Households with Children

Children are an important factor in the housing and commuting decisions of their parents. In
order to capture the effect that children have on housing and commuting decisions, I include the
presence and characteristics of children and the interaction of these terms with key housing and
neighborhood characteristics. For instance, the interaction of local school quality with the presence

22Note that the exponential form guarantees that the utility parameters will be positive, ensuring that “goods are
good.”
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of children in the household will help control for a parental desire to send their children to high
quality schools. However, I do not explicitly model the commuting behavior of children in the
household.??

Part IV
Data

This section outlines the main data sources I use and how they are linked. From Equation 2, it
can be seen that to estimate my model I need to observe three outcomes: housing choice (4;),
commute method (k;), and commute time (#;;;). 1 also need data on housing characteristics (H;;),
commute characteristics (Kj; ), and individual characteristics (X;). Additionally, in order to recover
composite consumption, I need data on the prices of composite consumption (p¢,), homes (p*?) and
commuting methods (p¢,). No single dataset contains all of this information. In order to construct
a dataset that allows me to estimate my model, I combine data from the U.S. Census Bureau’s
ACS and the U.S. Department of Transportation’s National Transportation Atlas Database (NTAD)
using GIS mapping software. I also augment that dataset with pricing information from various
sources.

The main dataset my analysis is built on is the restricted-access Census microdata versions of
the 2000 - 2009 ACS. >* The ACS contains information similar to the Decennial Census Long Form
Questionnaire that it replaced after the 2000 Census. It is an annual sample of one in 40 households
in the country.” The Census Bureau first began producing ACS data in 2000 to test the survey and
officially began producing the survey in 2005, so my data is a repeated cross-section.

There are two key features of ACS data that are important for my research. First, ACS surveys
include questions on place of residence, primary commuting method, and commuting duration, as
well as individual and household characteristics and linkages that allow the identification of the
relationship between members of a household. Second, while the ACS does not contain a great
deal of information about individual commute characteristics, it does report the daily commute
time and includes information about the place of residence and place of work that allow me to
augment the commuting data. The restricted versions of these datasets allow me to identify both
the home and work locations of each individual down to the Census block, which provides the
geographic precision necessary to calculate unobserved commute characteristics in a meaningful
way. I detail the former feature first, then provide more detail on the latter in subsequent sections.
I conclude the section by discussing the additional price data I use.

ZDoing so is a feasible extension of this line of research that requires modifying the the GIS network analysis I
perform for adult job locations to child school locations. I leave this exercise for future research.

241 discuss the shortcomings of the publicly available data in Section 9.

For reference, every decade the Long Form sampled one in 6 households. See
http://www.census.gov/acs/www/Downloads/handbooks/ACSPUMS.pdf for more information.
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6 Sample Selection

I begin by defining markets (m) using the the Office of Management and Budget’s (OMB) defi-
nitions of metropolitan areas. The OMB creates these designations for use by federal agencies in
statistical analysis. Metropolitan areas are defined as central urban areas and any adjacent coun-
ties that have “a high degree of social and economic integration (as measured by commuting to
work) with the urban core.”?® The OMB defines Combined Statistical Areas (CSA) to represent
contiguous urban areas (ie, Washington, DC and Baltimore, MD) and Core Based Statistical Areas
(CBSA) to represent central (ie, Pittsburgh, PA) or component (ie, Washington, DC) cities.?’

I restrict all data to the “Washington-Arlington-Alexandria, DC-VA-MD-WV” CBSA (here-
after refereed to as the DC CBSA) in order to keep the estimation tractable.?® I use this definition
of the market for all years of the data even though it was created in 2003 to avoid using a vary-
ing definition of the market each year. I choose this CBSA for several reasons. First, it has the
most automotive commuter congestion in the nation according to Schrank et al. (2015), so there
is a need for the policy analysis I perform. Second, there is a robust mass transit system in the
Washington, DC area that allows individuals to respond to a given policy change in multiple ways.
This both increases the need for the simulations I perform and allows for the analysis of numer-
ous policy options. Finally, the District offers a great deal of geographic information that is not
available nationally which is accessible through the District of Columbia Geographic Information
System (DC GIS). Specifically, although the NTAD contains geographic location information for
rail systems, it does not have comparable information for bus routes that DC GIS makes available
for Washington Metropolitan Area Transit Authority (WMATA) bus lines and stops.

I restrict the sample based on observable characteristics at both the household and individual
levels. First, I drop households based on housing unit characteristics that indicate that the resi-
dence may not be the family’s primary home or that the full financial costs of the home are not
fully captured by the questions asked in the ACS. Second, I restrict the sample based on household
characteristics that indicate that the household’s income is in the tails of the income distribution
or based on relationships in the household that indicate that the household bargaining process is
too complex to model without additional information (for instance, a parent and adult children
living in the same household).29 Third, based on individual characteristics, I drop all households

26See http://www.census.gov/population/metro/ for more information.

27In 2003, the OMB updated the names and definitions of core metropolitan areas, creating, amongst others, the
CBSA geography. OMB frequently refers to CBSAs as Metropolitan Statistical Areas (MSA), but since MSAs were
defined differently prior to 2003, T use the CBSA moniker for clarity. For a thorough explanation of the changes, see
the Missouri Census Data Center website (http://mcdc.missouri.edu/allabout/sumlevs/).

28] plan to expand the analysis to include additional metropolitan areas in future work. This will allow me to include
measures of commuting and congestion that vary across metropolitan areas in estimation. Ideally, I would define the
single market as the the Washington-Baltimore-Northern Virginia, DC-MD-VA-WYV CSA, as the Washington, DC and
Baltimore, MD residential and labor markets are undoubtedly linked. Doing so would drastically increase the number
of Census blocks in the market and the scope of the GIS network analysis (that requires calculating the optimal route
between all pairwise combinations of blocks in the market). It is not feasible at this time.

2T define the tails of the income distribution net of housing costs as below the 15th percentile or above the 90th
percentile. The former restriction was chosen to ensure that all individuals have positive consumption while living in
their observed homes and commuting by their observed modes.
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that contain an unemployed, military, or part-time employed adult.>? I also drop households that
contain an adult whose job location information is missing or indicates that the individual works
outside the geographic scope of the market. Next, I drop households with individuals who com-
mute by methods that are either unavailable in the market (streetcar), occur too infrequently in the
data to be modeled as outcomes (bike, commuter rail, ferry, taxi, motorcycle, other), or are beyond
the scope of the model (working at home). Finally, I drop individuals who travel for an extremely
long time or who cover an implausibly long distance as part of their commute.?!

Based on the publicly available version of the ACS, the percent of the sample dropped for
each specific reason is detailed in Table 3.3> Regardless of whether the reason for the drop is a
household or individual level characteristic, I drop the entire household. Column (1) contains the
percent of households dropped for the given reason, and column (2) contains the analogous percent
of individuals dropped.

7 Choice Set

After dropping individuals who commute by unavailable or infrequently observed methods, I
model five commuting options in DC CBSA: automobile, carpool, Metrorail (heavy rail), Metrobus
(bus), and walking. A key shortcoming of the ACS commuting data is that it reports only the pri-
mary method of travel one uses to commute, so I treat individuals in the model as if they do not
commute by multiple modes.>?

Table 4 shows the distribution how individuals in the data commute before and after sample
selection.>* Columns (1) and (2) are calculated from the full sample. Column (1) contains the
percent of individuals who commute by the given method, and column (2) contains the standard
deviation. Columns (3) and (4) contain the analogous figures for the selected sample. Households
in the selected sample are about 20 percentage points more likely to commute by automobile, most
likely because of the income selection criteria and the employment and commuting requirements
that shift individuals out of the “other or not in labor force” category. The “other” component of
that category represents the five unmodeled commute modes listed in Table 3.

I define the choice set in my discrete choice model as the N = 5 commuting options available

30The “head of household in school” reason in the summary table indicates households where the head of household
is enrolled in grade school or a lower grade.

31Based on the distribution of commute times in the publicly available data, I define such a commute as one with a
duration greater than the 95th percentile regardless of mode. This cutoff corresponds to a commute of approximately
75 minutes. Based on the distributions in the restricted-access data, I also restrict commutes that cover a distance
greater than the 90th percentile for those who walk to work or a distance greater than the 90th (95th) percentile of the
distance between the home (work) location and the nearest heavy rail station.

¥ These summary statistics are based on the 2005-2008 Public Use Microdata Sample (PUMS) version of the ACS
(as opposed to the restricted-access version) to mitigate disclosure risk concerns. As I do not observe individuals’
home and work locations at with precision in the PUMS data, I am unable to report how many observations are
dropped due to these criteria.

33See Appendix A.1 for a description of this issue and what I do to mitigate the problem.

34These summary statistics are based on the PUMS version of the ACS (as opposed to the restricted-access version)
to mitigate disclosure risk concerns.
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Table 3: Percent of Sample Dropped by Reason

Variable

Percent of Households

(1

(2)

Percent of Individuals

Housing Unit Characteristics (Hj;,)

Vacant house

Mobile home or RV
No cash rent

Meals included in rent

Household Characteristics (X;)
Net of housing exp. income tails
Subfamilies in household
Roomate present

Under 18 non-children

Adult children

Child primary wage earner

Individual Characteristics (X;)
Unemployed or not at work
Military employment

Not full time and year emp.
Head of household in school
Job location missing

Job location outside market

Commute Modes (k)
Commute by streetcar
Commute by bike
Commute by commuter rail
Commute by other method
Work at home

Commute Characteristics (Kijz)
Commute duration in tail

HR station (home) distance in tail
HR station (job) distance in tail
Walk distance in tail

0.045
0.012
0.011
0.006

0.257
0.111
0.026
0.001
0.118
0.019

0.226
0.018
0.310
0.001
0.030
0.617

0.001
0.005
0.008
0.011
0.052

0.008

0.000
0.010
0.010
0.003

0.209
0.111
0.015
0.000
0.060
0.008

0.130
0.008
0.149
0.000
0.014
0.385

0.000
0.002
0.004
0.005
0.024

0.003
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Table 4: Percent of Commuters by Mode (k)

(1) (2) (3) “4)
All Observations  Selected Sample

Variable Percent SD Percent SD

Automobile 0.486  0.500 0.686 0.464
Carpool 0.072  0.258 0.078 0.267
Heavy Rail (Metrorail) 0.053  0.223  0.035 0.183
Bus (Metrobus) 0.016 0.126  0.020 0.140
Walking 0.016 0.126  0.020 0.140
Other/Not in LF 0.349 0477 0.164 0.370

Notes: These summary statistics are based on the PUMS version of the ACS (as opposed

to the restricted-access version) to mitigate disclosure risk concerns.

in the DC CBSA and the N homes observed in the data. This means that there are potentially
NX x NH options in an individual’s choice set.>> As Vega and Reynolds-Feighan (2009) explain,
the econometrician needs to limit the size of the choice set when dealing with a large number of
housing alternatives to make estimation tractable.® I address this issue in my model by randomly
sampling to reduce the the number of households included in the sample (and thus individuals and
housing options as well). Specifically, I randomly select 10,000 households from the sample to
form a new selected, random sample. Doing so allows me to avoid arbitrary spatial aggregation
of housing alternatives that would reduce the precision with which I am able to map commuting
alternatives.

8 Summary Statistics

Table 5 shows the distribution of housing characteristics before and after sample and random se-
lection. Again, columns (1) and (2) are calculated from the full sample and columns (3) and (4)
are based on the selected sample. The selected sample does not differ greatly from the full sample.
The estimates describe what type of building the home is. The majority of homes in the sample are
single family detached homes, as 58 percent of the households in the selected sample are of that
type. Homes in the samples have an average of just over six rooms and are about 30 years in age.

Table 6 contains the analogous moments for key individual and household characteristics. The
sample is slightly more female than male. Individuals in the selected sample average 45 years in
age, have lived in their home for just under 9 years, have 0.7 children living in the home, and own
2 cars.

31 say, “potentially” because I allow individuals in the model to commute by automobile only if they own an
automobile and limit housing options to homes that individuals can afford.

36Vega and Reynolds-Feighan explain two possible alternatives to dealing with this issue: restricting the individual’s
choice set to a random sample of all alternatives or spatially aggregating home location alternatives. The former
requires restrictive assumptions on the error structure (see McFadden 1978) and the later is problematic because the
unit of aggregation is arbitrarily defined. Since neither is tenable in my model, I propose a third alternative.
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Table 5: Moments of Housing Characteristics (H;p,)
(1 2 3) “)
All Observations  Selected Sample
Variable Percent SD Percent SD
Single-Family Home-Detached  0.549  0.498  0.577 0.494
Single-Family Home-Attached  0.185  0.388  0.178  0.383

10+ Apartments 0.186 0.389  0.293 0.455
Property Age 33.474 19.440 29.035 2.036
Number of Rooms 6.328 2.167 6.046 2.036

Notes: These summary statistics are based on the PUMS version of the ACS (as opposed

to the restricted-access version) to mitigate disclosure risk concerns.

Table 6: Moments of Individual and Household Characteristics (X;)
(1) () (3) 4)
All Observations ~ Selected Sample

Variable Percent SD Percent SD
Individual Characteristics

Male 0.463 0499 0484  0.500
College Diploma + 0.511 0.500 0434 0.496
Individual’s Age 49.143  15.215 44769 11.994

Household Characteristics

Owner Occupied 0.781 0414 0780 0414
Tenure in Home 10.011  9.464 8.636 8.405
Child in Home 0.356 0479 0.383 0.486
Number of Children 0.649 1.022  0.709 1.053
Number of Vehicles 2.003 1.082 2.009 0.955

Notes: These summary statistics are based on the PUMS version of the ACS (as opposed

to the restricted-access version) to mitigate disclosure risk concerns.
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9 Census Geography Background

Before explaining how I augment the ACS data with characteristics of the commute using GIS,
I first provide detail on the Census Geography that forms the basis for the procedure. Census
geography is complex because it deals with geographic entities that are both determined by legal
boundaries that the Bureau does not control (counties, congressional districts, school districts, etc.)
and Census defined summary areas (Census Blocks, PUMAs, etc.) that are used to report statistics
at varying levels of aggregation. These geographic entities range in size from the Census block,
which is the lowest level of Census geography, to the nation as a whole.?” In ascending order of
size, the geographic entities that are relevant for my analysis are: Census blocks, block groups,
tracts, and Public Use Microdata Areas (PUMAS).

Census blocks are defined to serve as the building blocks of all other Census geographies and
all land in the United States is assigned to a Census block. They are bounded on all sides by
physical features (such as roads or streams) or invisible boundaries (such as city or county limits).
They are generally geographically small, but can be large in unpopulated areas. Census blocks are
clustered into slightly larger block groups, which in turn are clustered into Census tracts. Tracts
are created to contain 4,000 individuals, although they range in size from 1,500 to 8,000 people
nationally. They are defined to provide a consistent geographic unit for the Census to use to present
aggregate statistics. Finally, PUMAs are areas defined to contain at least 100,000 people and are
so created to ensure confidentiality in individual level data.

Table 7 contains the number of these geographies that fall inside the boundaries of the DC
CBSA and their mean size.® Figure 1 presents the same information visually.

Table 7: Geographies in the DC CBSA

(1) (2)

Count Size
Variable Sum Mean
DC CBSA 1 6,030.347
States 4 1,507.587
Census PUMAs 45 134.008
Census Tracts 1,040 5.798
Census Block Groups 2,979 2.024
Census Blocks 51,972 0.116

Source: Author’s calculations.
Note: The unit of measurement for size is square
miles.

371 again refer the interested reader to the Missouri Census Data Center website for more detail on this topic
(http://mcdc.missouri.edu/allabout/sumlevs/).
3] also include states in the table for reference.
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Figure 1: Geographies in the DC CBSA

Individual data is not publicly available at the tract level or below. The smallest geographic
identifier in publicly available Census microdata is the PUMA, which averages 134 square miles
in the DC CBSA. The restricted-access version of the ACS contains geographic information down
to the block level. At an average of (.12 square miles in size in the DC CBSA, Census blocks
allow for much greater geographic precision in mapping the locations of individual residential and
job locations. This precision is particularly important when mapping locations relative to the com-
muting infrastructure (such as highways or Metro stations) in the market. Attempting to map the
commute between areas that are 134 square miles in size would be an imprecise exercise at best
and an impossible exercise for individuals who live and work in the same PUMA. Thus, the geo-
graphic precision available in the restricted-access ACS data is essential for creating the GIS data
that as accurately as possible approximates the characteristics of both observed and unobserved
commutes.>

31n order to replicate the conditions in the RDC based on the PUMS data for preliminary analysis, I randomly
assign households to a population weighted residential block location within their reported PUMA. The residential
population weights are based on available block level aggregate population counts. I also randomly assign individuals
a job block location within their reported PUMA, but analogous employment density weights are not readily available.
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10 GIS Data Calculation

To perform the GIS network analysis that allows me to calculate the optimal route between a home
and job location pair, I begin by constructing a digital representation of the Census geography.*’
I use the 2009 definition of the CBSA from the Census TIGER/Line® shapefiles to define the
market. Since blocks, block groups, and tract definitions are updated every Decennial Census, I
use ESRI ArcGIS software to keep all of the 2000 definition of the Census TIGER/Line® block,
block group, and tract shapefiles that fall within the boundaries of the DC CBSA. I use block
centroids to approximate the exact home or job location. Next, I overlay a street network and a
rail network on the Census geographies.*! The street network data is obtained from ESRI’s Data
& Maps 9.3 (StreetMap North America). The rail network is created from the locations of rail
stations and lines available in the National Transportation Atlas Database (NTAD) for both heavy
rail (Metrorail) and commuter rail (MTA and VRE). Both sources are updated infrequently, so I
use one version of the network as the basis for the analysis, as opposed to creating multiple, year
specific networks.*?

For each job location in the CBSA, I calculate the optimal route from that job location to every
home location by every commuting method.*3 T do not observe transfers in the data, so I only need
commutes by each given method, not the optimal combination of the methods. Optimal routes are
calculated using the ArcGIS OD Cost Matrix Solver, which uses a version of Dijkstra’s Shortest
Path Tree algorithm to search for the lowest time cost route on a network between two points.**
The optimization takes into account turns, stops, and speed limits for automobile travel and stops,
transfers at defined hubs, and average speeds for rail travel.*

For the calculated optimal route by road travel methods between the home and job locations,

40 A1l GIS boundary files (shapefiles) were downloaded from the National Historical Geographic Information System
(NHGIS) website (www.nhgis.org).

417 have not yet created the bus network, but plan to do so using bus station and line information from DC GIS.
Currently, I use calculations from the automotive network as a proxy for bus commute characteristics.

“The street network is based on 2003 TeleAtlas data. Heavy rail (subway) information comes from the 2004
Fixed-Guideway Transit Network database created by the University of Tennessee Center for Transportation Research
GIS Group. The commuter rail network is created from data compiled by the Research and Innovative Technology
Administration’s Bureau of Transportation Statistics (RITA/BTS) for the 2009 NTAD. All sources used were the most
current data available at the time of the construction of the network.

43Since I do not observe actual home and job locations outside the RDC, and GIS capabilities are limited in the RDC,
I have to calculate the routes between all pairwise combinations of locations outside the RDC and import the resulting
data. Doing so using Census blocks would require calculating w ~ 1.35 billion automotive routes. This
is beyond the GUI capabilities of ArcGIS, but can be accomplished by writing a Python script that accesses the GIS
processor and loops over locations. To reduce the dimension of the computational burden and the size of the data, I take
advantage of the fact that some block groups and tracts are very large in geographic size relative to their component
blocks, while other block groups and tracts are not much larger than their component blocks. I develop algorithm that
selects the largest Census geography (block/block group/tract) that will give a reasonably precise measure of location
in order to balance computational burden and data size against precision.

4The algorithm simultaneously solves forward from the origin and backwards from the destination (in a hierarchical
fashion for roads) until the two paths meet. See Houde (2012) for technical details of how the algorithm works.

4 Speed limit information is contained in the street network data. Average rail speeds are approximated based on
the author’s calculations from Metrorail, MTA, and VRE schedules.
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I am able to calculate the distance traveled on the network and the predicted travel time if one
travels the speed limit. These distances and times should be thought of as similar to the ones an
individual would recover from an online mapping website or a GPS, so it is important to note that
they do not account for congestion.*® For rail travel methods, I calculate the analogous distance
and the travel time if one travels the average speed. As discussed in Appendix A.1, to control for
the fact that the ACS only reports the primary method of travel, I also calculate the as-the-crow-
flies distance from both home and job locations to the nearest rail station. Finally, for individuals
who commute by walking, I also calculate the as-the-crow-flies distance between locations to
provide information about the characteristics of their commute, as there is no geographic network
applicable to pedestrians.

Table 8 shows the distribution of key ACS and GIS commuting characteristics before and
after sample selection. All commute times are in hours per week. The average commute time

Table 8: Moments of Commute Characteristics
(D (2) (3) 4)
All Observations  Selected Sample
Variable Mean SD Mean SD

ACS Commute Characteristics (¢xx)

Commute time 5.369 4.109 4.890 3.773
Auto time 5.239  3.741 4622  3.631
Carpool time 6.279  4.053 6.111 3.642
Metrorail time 7.607 3.453 7.684  3.534
Metrobus time 8.082  4.848 8.194  5.357
Walk time 2.259  2.128 1.611 1.666

GIS Commute Characteristics (Kjxx)

GIS auto commute time - - - -
GIS Metrorail commute time - - - -
Metrorail station to home (mi) - - - -
Metrorail station to job (mi) - - - -
ATCEF distance (mi/week) - - - -

Notes: The unit of measurement for time is hours/week. The ACS commute
characteristic statistics are based on the PUMS version of the ACS (as opposed
to the restricted-access version) to mitigate disclosure risk concerns. The GIS
commute characteristic statistics require restricted-access data to be meaningful
and have not yet passed disclosure review.

reported in the ACS random sample is 4.9 hours per week. This is similar to the average automotive

46 Although possible, I do not repeatedly query an online mapping website and record the resulting data. Small
scale experiments with such a process using Google Maps were slower than using GIS network analysis, and a mass
download of the amount of data I would need would require prior approval from Google to avoid violating their Terms
of Service.
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commuting time of 4.6 hours per week. Commuting by carpool results in a longer commute of 6.1
hours per week on average, as would be expected. Commuting by mass transit results in an average
commute of around 8 hours per week, while walkers have the shortest commutes, on average, likely
due to the fact that only those with short distances to travel can plausibly walk to work. The average
commute times and distances predicted by the GIS network analysis have not yet been cleared for
disclosure.

Table 9 presents log-linear Ordinary Least Squares (OLS) regressions of reported ACS com-
mute times on predicted GIS commute characteristics, conditional on traveling by the given com-
muting method. The independent variables are the GIS network travel time for the given mode,

Table 9: Baseline Log-Linear Commute Time Regressions

1) (2) 3) “) (%)
Auto Carpool Metrorail ~ Metrobus Walk
Variable In (£ ) In (tipx ) In (tim) In (tin ) In (tin)
GIS Measure 0.145%** 0.095%**  Q.161***  (.073%*** 0.164%**
(0.002) (0.005) (0.005) (0.007) (0.009)
GIS Measure Squared -0.005%**
(0.000)
Metrorail Station to Home (mi) 0.254%*%*
(0.020)
Metrorail Station to Home Squared -0.049%***
(0.005)
Metrorail Station to Job (mi) 0.418%*%*
(0.100)
Metrorail Station to Job Squared -0.328***
(0.122)
Constant 0.851%** 1211%%%  1.193%**  1.566%**  -0.027

(0.008) (0.029) (0.019) (0.021) (0.037)

N (Rounded) 14,000 800 3,100 1,200 1,100
R? 0.334 0.305 0.426 0.080 0.350
Notes: The unit of measurement for time is hours/week. The GIS measure is commute time for all

categories, save walking, where it is the as-the-crow-flies distance (mi/week). Standard errors in
parentheses. *** p<0.01, ** p<0.05, * p<0.10.

save for walking. I use the as-the-crow-flies distance between the home and work locations to
inform pedestrian commute times. These simple regressions show that the calculated commute
times are all positive, significant predictors of the commute times reported in the ACS. Unfor-
tunately, there is a great deal of the variation in commute time around the mean that I am not
explaining, as evidenced by the low values of the R?s. This is likely the result of two shortcomings
of the estimation. I have already mentioned the first: unreported multimodal commuting methods.
More importantly, I have not yet developed an appropriate measure of congestion to include in the
model. There is a great deal of congestion in Washington, DC, so this is likely to affect the fit
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of the model. That the coefficient on Metrorail is much closer to one than the other coefficients
supports this hypothesis, as congestion is much less likely to cause delays on subways that run on
fixed schedules. Regardless of the deficiency, these regressions show that the GIS network analysis
does a reasonable job of modeling commute characteristics.

11 Pricing Data

I also augment that dataset with pricing information from multiple data sources. Olsen et al.
(2012) provides measures of the price of composite consumption (py,) in the form of a price index
for non-housing goods in the given year. Although I do not have variation in markets that would
necessitate the use of this index, my data is a repeated cross section, so I include this measure to
smooth variation in prices over time.

I construct the opportunity cost of living in each home (p”) by modifying a procedure outlined
in Bayer et al. (2005) and Bayer et al. (2007). The details of this procedure can be found in
Appendix A.2.

Finally, for the per mile price of each commuting method ( pfnk), I use data from the Energy
Information Administration (EIA) for gas prices and the National Transportation Database (NTD)
for average fares. Gas prices based on the average annual regular reformulated retail gas price in
dollars per gallon for the lower Atlantic region. I calculate average fares from the NTD by dividing
total annual fares collected by total annual passenger miles for the given mode.

PartV
Estimation

I develop an empirical specification that modifies McFadden’s (1974) RUM model so that the
assumption of a linearly additive error term in the utility function is not required and allows for joint
estimation of discrete outcomes (housing location and commute mode) and continuous outcomes
(commute times) based on those decisions. My approach makes use of many of the discrete choice
tools described in Train (2009), and I estimate my model with the Maximum Simulated Likelihood
(MSL) methods of Geweke (1989), Hajivassiliou (1990), Keane (1994) (GHK), and Stern (1997).
The individual likelihood contribution is the probability of observing the sample data given the
parameters (0) of the model. Simulation is required to evaluate these probabilities because they
contain multidimensional integrals over the joint distribution of the errors that cannot be evaluated
analytically.

This section proceeds by explaining the empirical specification. I then discuss how the param-
eters in the model are identified and the potential biases introduced by the assumptions I make.
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12 Empirical Specification

The likelihood contribution involves three dependent variables. Define the observed housing
choice of individual i as & and her observed commuting method as k. Let P, = Pr(h,k,t;; | 0)
denote the probability of observing individual 7 living in home /4 and commuting by method k for
a duration of #;;; conditional on the parameters in the model. I proceed as follows: first, I define
the structure of the errors in my theoretical model. Next, I show that P, can be decomposed into
the product of the joint probability of observing an individual living in house /4 and commuting
by method k and the probability of commuting for a duration of #;,;. I then detail the estimation
routine for each factor separately. Finally, after explicitly defining each of those terms, I am able
to write the likelihood function and its simulated analog. Note that, in this section, I drop the m
subscripts for notational convenience since I am currently only using the DC CBSA in estimation.

12.1 Error Structure

There are two types of errors in the single person family utility functions: an idiosyncratic error
and unobserved heterogeneity terms. The former, e;;;, accounts for the difference between the
predicted and observed commute times. The latter comes in three forms: 1) y; and u; are the unob-
served components of preferences for housing amenities and leisure time, 2) €, is the unobserved
component of the value of house 4, and 3) Ay is the unobserved time value of commuting method
k. These errors are assumed to be known to the agents but not the econometrician. I proceed by
first discussing the idiosyncratic error term, then discussing the role the unobserved heterogeneity
terms play in estimation.

12.1.1 Idiosyncratic Error

Since t;;; is not a choice variable, but rather is determined by the choices of 4 and k, then any
deviation in the predicted t;;; from the true travel time is assumed to be idiosyncratic. I assume
this error is distributed as ey ~ iidN(0,072).4’ This adds a variance parameter to the model, 2.

12.1.2 Unobserved Heterogeneity

Define each of the three types of unobserved heterogeneity errors and their distributions as fi; =
(Wis i) ~ N (o,gﬁ>, & = (&1, ..., Epm) ~ N(0,Q8), and &; = (Ai1,..., Ayyk) ~ LN (o,m). The
latter distribution is chosen to ensure that A;; is bounded below at 0, as is required by the theo-
retical model. In order to both normalize the model and reduce the computational burden of the
estimation routine while still retaining a rich set of covariance terms, I impose structure on Qf
and Q*. T do so by defining 81H and A; as being functions of correlated and idiosyncratic com-
ponents, in ways that still allow for substantial correlations across related choices. Specifically, I

47 Although it simplifies simulation of the choice probabilities, the assumption that the e, are iid is not necessary
for estimation. A more complex correlation structure can be accounted for with a GHK simulator.
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assume that unobserved preferences for homes are correlated for the same individual within and
across neighborhoods, but not across homes themselves. Similarly, unobserved preferences for
time spent commuting are correlated within commuting method classifications, but neither across
classifications nor individual commuting methods. I explain these restrictions in greater detail in
the subsequent paragraphs. I detail the specification of A; first, as it is more straightforward.

Let Zi,; be an error associated with traveling by commuting method category & and wy, an id-

iosyncratic error associated with commute method k. Formally, assume that A;; = exp (7%'12 + wik>,

where ii,; ~ iidN (0, G/%) and wj, ~ iidN (0, Gv%) 8 T assume there are three commuting method
categories: personal, mass transit, and other; with the “Car, Truck, or Van” and “Carpool” com-
muting methods belonging to the first category, the “Bus” and “Subway” commuting methods
belonging to the second, and the “Walk” category belonging to the last. The intuition behind these
classifications is best explained with an example. Individuals who have a high taste for the con-
venience and flexibility of driving one’s own automobile to work (for instance, the ability to park
near one’s origin and destination) are also likely to have a high taste for the relative convenience
and flexibility of carpooling (the ability to park or be picked up and dropped off near one’s origin
and destination). This would be evidenced in the model by the fact that the errors associated with
“Car, Truck, or Van” and “Carpool” would be correlated through their common fti,; term. This
specification sacrifices some flexibility, but still retains much of the important detail of the model
and reduces the number of parameters in Q* from 28 to 2.

Similar to k, let /& index neighborhoods and €; be the component of the error associated
with neighborhood h. Assume that €, = €7 + U, where the first term is allowed to be corre-
lated with other members of its group and the second term is idiosyncratic: & ~ N (O,Q‘:é ) and
Vi, ~ 1idN (O, 612)) . Previous studies have defined neighborhoods based on Census geography at
either the Census Block, Block Group, or Census Tract level.’ There are 51,972 Census Blocks,

H H
2,979 Block Groups, and 1,040 Census Tracts in the DC CBSA. Estimation of the ZM
elements in QF at even the Census Tract level is computationally infeasible. In order to allow
for covariation in neighborhood unobservable characteristics in an estimable manner, I define the
correlation between any two given neighborhoods as being a decaying function of the distance be-
tween those neighborhoods. The intuition behind this specification is that the unobservable char-
acteristics of two neighborhoods that are one mile apart should be more closely correlated than the
unobservable characteristics of two neighborhoods that are five miles apart, and beyond a thresh-
old distance, there should be no correlation. This specification assumes that there is an underlying

48Note that this preserves the log-normal distribution of A; because the sum of two normally distributed random vari-
ables is normally distributed, and the exponent of a normally distributed random variable is log-normally distributed.

49Since N is large, assuming that vy, ~ iidN (0,Q") would be intractable because it would mean that there are N*/
variance parameters to estimate.

S0Bayer et al. (2008) find evidence of neighborhood effects in hiring networks at the Census block level. Bayer et al.
(2004) uses Census block groups to define neighborhoods when examining racial segregation in housing markets.
Bayer et al. (2007) uses school attendance zones, as well as including controls at both the Census block and block
group levels. Kiel and Zabel (2008) find that multiple definitions of a neighborhood, including Census tracts, are
jointly relevant in hedonic equations.
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continuum of unobservable neighborhood characteristics that dies out as distance from the given
neighborhood increases, as opposed to a discrete change in unobservable characteristics when one
crosses from the given neighborhood to “the other side of the tracks.” I define neighborhoods at
the Census Tract level and let /2 and j index neighborhoods. I also define ‘iﬁf to be the “as-the-
crow-flies” distance between the given neighborhoods. I define a spline function that weights the
correlation between the /th and jth neighborhoods as

aﬁf(d}lf) = 1<d~/~ljv=0>5o+l(0<ci;l;§1> ~;‘”761
+ 1<1<d~;l]7§3>cf;l;52—|—1<3< ~;l]7§5>a7;,j537

where 1 (-) is an indicator function equal to 1 if the argument is true and O otherwise. Note that
‘iﬁ 7= 01implies that h = j. Since manipulating a 1040 x 1040 matrix is computationally costly, I do
not estimate Q°. Instead, I allow neighborhood unobservables to be correlated by calculating &;
as a weighted sum of the standard normal errors associated with each neighborhood. By defining
n lé] ~ iidN (0, 1), the definition of &; can be stated formally as &; = 2}0:410 3%17 ff This specification
reduces the number of variance/covariance parameters in QF to be estimated to four (the elements
of the vector 8).

After specifying the errors in this way, there are five vectors of unobserved heterogeneity er-
rors. To keep subsequent notation compact, I define a vector of the unobserved heterogeneity terms
as & = <ﬁ,~,éi,vl~,1,-,w,-). Let 0 = {BH,BE,VH,VK,GE,QF‘,S,GU,G;I,GW} be the full set of param-
eters to be estimated. After imposing structure on the errors in my model, I am able to reduce the
total number of variance/covariance parameters to 11.

12.2 Joint Probability of Observing ¢;;;, 4, and k

Next, I use the error structure to define the probability of observing the sample data, P, = Pr(h, k, ;. |
0). Using the law of total probability, I write this joint probability as

B = Pr(tin | 0)Pr(h,k|eim,0), 3)

since e, is the only random component of #;;;. The first factor is the probability of observing
individual i commuting for a duration of #;,;. Explicitly,

Pr (tihk ’ 9) =Pr (tihk =exp (Kihkylf + e,-hk) for hand k | 9) .

The second factor is the probability of observing individual i living in house £ and commuting
by method k, so Pr(h,k | ey, 0) = Pr (U > Uy ¥ (W' k') # (h,k) | ejni, 0). For notational com-
pactness, I define Pr (#yx | 6) = P! and Pr(h,k | ey, 0) = PHX. Appendix B.1 details how P! and

PI-HK are calculated.

26



12.3 Likelihood Function

Assume that there are N total individuals in the data. The log likelihood function is

N
InL(6) = Y In(PP7X). (4)
i=1

12.4 Simulation

Evaluation of the multidimensional integrals in L(6) is not possible analytically or numerically,
so I use a GHK simulator to evaluate the choice probabilities. In Appendix B.1, I define B; as
the upper bound on &;, ¢ (&) as the truncated, joint distribution of &;, and P? = Pr(&; < B;) as
the probability that &; is less than B;. Following Stern (1997), I compute NX draws of &, € B;
from ¢ (). I define PBR = Pr(&;, < B;,) as the simulated analog to P? (Appendix Equation 6).°!
I replace the analytical likelihood contribution of PZ-H K" (Appendix Equation 7) with its unbiased
simulated analog as

1\ f (&ir, Die)
PiHKR - [1—CI)< iry Mih'k )1PI€R
NR Z H(h,k) o,

=11 k)
1 ¥ KR
= ® ; PHKR
where f (&, Diiyi) is shorthand defined in Appendix B.1.2 such that e;r, > f (Eir, Dip) V (W, k') #

(h,k) < Uipkr > Uiy ¥ (h’,k’) # (hk).
The simulated likelihood function is

InL(6) = iln([iNZRP.HKR] P?> (5)
i=1 NRr:l " )

and estimation proceeds by MSL. I maximize the simulated likelihood function using the opti-
mization routine outlined in Berndt, Hall, Hall, and Hausman (1974) which is commonly referred
to as the BHHH algorithm.

SMore precisely, the Pr(& < B;) = Pr(wy < BY) because only one element of & is bounded, so PEF =
Pr (w,-k, <BY (iﬂ;r) ) but these details are only relevant to readers of Appendix B.1.
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13 Identification

Having explained how I estimate my joint model of residential choice and commuting mode, I
proceed by providing details on how the parameters in the model are identified. In this section, I
address the need for a structural model and how I separately identify the effects of the endogenous
decisions in the model. Appendix B.2 details the variation that identifies each parameter in the
model, and Appendix B.3 discusses threats to identificaiton.

13.1 Why a structural model?

In thinking about identification, it is important to first explain the need for the econometric so-
phistication used in my model. Quite simply, this is due to the fact that a randomized, controlled
experiment that would address my research question would be impossible to implement, and no
natural experiment exists that would allow me to disentangle the separate effects the many rele-
vant factors and motivations have on observed responses.>? Being able to explain why individuals
react the ways they do is important for predicting responses to the policies I am investigating. For
instance, Baum-Snow and Kahn (2000) use panel data methods to examine how much expansions
to rail transit systems cause individuals to switch to commuting by rail. They find evidence of an
increase in rail transit use in areas near expansions, but they cannot determine what percentage of
that increase is due to new riders and what percentage can be attributed to former rail commuters
who moved from another location to take advantage of the infrastructure improvements.

While my structural model comes at a cost in terms of both implementation and understand-
ing, it also yields important benefits. Estimation of preference parameters allows me to perform
simulations that address a myriad of questions about the effects of proposed policies that have not
yet been widely implemented. The model also allows for the extension of the collective model to
a new arena in order to account for the fact that spouses behave differently than single individu-
als when making housing and commuting decisions. Addressing this issue directly would not be
possible without a structural model.

13.2 Exclusion Restrictions

The main concern with a model of the joint decision of where to live and how to commute is that
both decisions are made simultaneously. The housing location decision pins down where an indi-
vidual is commuting from. Conversely, the availability and characteristics of commuting options
are characteristics of the home themselves. In order to separately identify each effect without rely-
ing on functional form assumptions, I need at least one variable that exogenously affects each given
decision alone. I use intrinsic, physical characteristics of the home that are observed in the data
(e.g. number of rooms and property age) as an exclusion restriction to help identify the parameters

2To do so, a natural experiment would have to impact individuals in such a way that their responses would be
through one of the channels I am modeling, but no others. With such interconnected decisions as residential location
and commuting method, both of which are influenced by a multitude of factors, such an experiment is hard to imagine.
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pertaining to the commuting mode decision.>® I do not allow an individual’s commute to factor
into the decision to purchase a home beyond its effect on leisure, so I exclude commute character-
istics from the housing equation to identify the parameters relevant to the decision to purchase a
home.

Part VI
Results

This section summarizes the results from my estimated model. I proceed by first presenting the
parameter estimates and standard errors. Since my model contains discrete outcomes, the param-
eter estimates cannot be interpreted as the effect of the explanatory variable on the outcome, so
I also present accompanying marginal effects. The second section compares aggregate moments
generated from the model with the true moments found in the data, and the third section more
formally tests the model using several different specification tests. Finally, I discuss and perform
policy simulations.

Although I have been able to estimate my model, I have not yet completed the calculation of
all of the aforementioned results. Where necessary, I outline what will be calculated and presented
as part of the published version of this research project.

14 Model Parameter Estimates

I present preliminary estimates from the model. I am in the process of calculating computationally
tractable marginal effects, so these coefficients are estimates of utility parameters. They can be
interpreted as affecting utility, but not the probability of choosing a particular home or commuting
option. Although imperfect, these estimates are interesting, at face value because they indicate
how observables affect utility. They are also useful as they provide evidence that the code that
executes the estimation routine functions properly.

14.1 Leisure Parameter Estimates

Recall from Equation 2 and Section 12.1 that the commute time parameters are Y% and o,, and
the commute mode preference parameters are 03 and o,,. Estimates of these parameters appear in
Table 10. The first row contains parameters from the commute time equation. For each commuting
method (save automotive commuting), I include a mode specific constant and the GIS predicted
commute measure. I normalize the automobile constant to O for identification. As in Table 9, the
GIS measure is predicted commute time for all measures, save walking. I use the as-the-crow-flies

53This is a valid restriction so long as the characteristics of homes vary with location. In other words, this restriction
fails if one can buy an identical home in every location.
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Table 10: Leisure Parameter Estimates

ey @) 3) “) 5
Auto Carpool Metrorail Metrobus Walk
Variable In (tihk) In (tihk) In (tihk) In (tihk) In (tihk)
Commute Characteristic Parameters (Y*)
GIS Measure 0.3710%** 0.1440%** 0.1030%** 0.2660%** 0.7680%**
(0.0017) (0.0047) (0.0179) (0.0045) (0.0408)
GIS Measure Squared 0.6010%**
(0.1140)
Metrorail Station to Home (mi) 0.3870%**
(0.0660)
Metrorail Station to Home Squared -2.0280
(1.5020)
Metrorail Station to Job (mi) 0.5890*
(0.3430)
Metrorail Station to Job Squared 51.8300
(35.3200)
Constant 0.000 2.7783% %% 1.586%*% 2.412%%* 18.020%**
(0.0323) (0.0725) (0.0264) (5.3130)
N (Rounded) 10,000
Train’s Pseudo R? 0.25

Notes: The unit of measurement for time is hours/week. The GIS measure is commute time for all categories, save

walking, where it is the as-the-crow-flies distance (mi/week). Standard errors in parentheses. *** p<0.01, ** p<0.05,

* p<0.10. Cells without standard errors represent parameters that were normalized for identification.

(D 2 3) “
Variable Estimate  Std. Error  t-Statistic p-Value

Second Moment Parameters (o, and Ql)

Std. Dev. of Commute Error (o,) 0.8240%** 0.0000  22960.0000  0.0000
Std. Dev. of Mode Category Pref. Error (03)  0.4040%** 0.0004 939.7000  0.0000
Std. Dev. of Mode Pref. Error (o,,) 0.2540%** 0.0006 454.1000  0.0000
N (Rounded) 10,000

Train’s Pseudo R? 0.25

Notes: Standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.10.
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distance between an individual’s home and job to inform the walking commute time. I control
for multimodal commuters who report commuting by subway by including a quadratic function of
the distance to the nearest Metro station from both the home and work location in the Metrorail
commute time equation. Finally,

As would be expected, increasing the GIS predicted commute time increases reported automo-
bile commute times. The estimate of 0.371 is greater in magnitude to the estimate of 0.226 from
the baseline commute time regressions (see Table 9), although the latter specification contained
a constant. The analogous coefficients on carpooling and Metrorail are also positive, and similar
in magnitude to the baseline specification. The distance to the Metrorail station effects indicate
that time is a concave function of distance with a maximum of 0.095 (0.005) miles from home
(job). This is consistent with individuals who need to travel greater distances to catch the subway
traveling to the station by faster methods (ie, driving instead of walking). The Metrobus estimate
is positive and significant, but almost four times greater than the estimate from the regression. This
provides suggestive evidence that there is substantial endogeneity bias in the regression estimates
among commuters by bus due to residential sorting. The as-the-crow-flies distance is a positive
predictor of walk times, and the convex relationship between the two indicates that commute time
increases at an increasing rate with distance walked. Finally, the standard deviation of the id-
iosyncratic commute time error, e, is the amount of variation in commute times that is not being
explained by the model.

The standard deviation w 1is significant, indicating that there is substantial variation in how
individuals view time spent commuting by different methods, but the significant standard deviation
of 2 indicates positive correlations between the mode categories.

14.2 Housing Consumption Parameter Estimates

The housing parameters are VH , 0, and oy. Estimates of these parameters and the associated
standard errors are included in Table 11.

The first three parameter estimates describe the type of building the individual lives in. The
baseline, omitted category is an apartment building with less than ten units. Unsurprisingly, single-
family-detached homes are preferred to single-family-attached homes, given the relative magni-
tudes of the coefficients. Attached homes are are preferred to apartments of all sizes, as evidenced
by the positive, significant coefficient estimates of the first two parameters and the insignificant
coefficients for the third parameter. These are intuitive estimates, as are the results that that older
structures decrease the utility one gets from the home and that living in a home with more rooms
increases utility.

There are very small, insignificant effects for the 0 parameters that govern how correlated the
unobserved values of homes in neighborhoods in close proximity to one another are. This may be
indicative that my specification of a neighborhood is incorrect or these amenities are imperfectly
capitalized into the value of a home so the model cannot accurately determine the trade-offs that
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Table 11: Housing Consumption Parameter Estimates
ey @) 3) “4)

Variable Estimate Std. Error  t-Statistic p-Value
Housing Characteristic Parameters (y)

Single-Family Home-Detached 0.1040%** 0.0263 3.9650 0.0001
Single-Family Home-Attached 0.0511%* 0.0228 2.2380 0.0253

10+ Apartments 0.0026 0.0189 0.1350  0.8920
Property Age -0.1280%** 0.0461 -2.7930  0.0052
Property Age Topcoded 0.0152 0.0231 0.6570 0.5110
Number of Rooms 0.0124%** 0.0046 2.7060 0.0068
1-10 Acre Lot 0.1190%** 0.0382 3.1230 0.0018
10+ Acre Lot -0.0145 0.0985 -0.1470  0.8830

Second Moment Parameters (Qf)

Same Neighborhood (&) -0.0054 0.0065 -0.8370  0.4020
Neighborhoods within 1 Mile (6;) -0.0002 0.0042 -0.0444  0.9640
Std. Dev. of Housing Amenity Error (6,)  3.2780%** 0.0253 129.6000  0.0000

N (Rounded) 10,000
Train’s Pseudo R? 0.25
Notes: Standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.10.

individuals are making. The standard deviation of the idiosyncratic housing error is large relative
to the parameter estimates and indicates the a large amount of variation in housing characteristics
is not explained by the observed characteristics. I am in the process of adding more housing and
neighborhood measures to address this issue.

14.3 Taste for Housing Consumption / Leisure Parameter Estimates

The preference parameters are those included in the as: B¥, B¢ and QF. Recall that the taste
parameter that governs the relative weight the individual places on composite consumption (o)
is normalized to one for identification. I present the parameters that govern relative taste for both
housing and leisure in Table 12.

The positive, significant leisure constant indicates that leisure dominates consumption of both
housing and all-other-goods. The lack of significance on the male coefficients indicate that men’s
and women’s preferences do not differ substantially along these dimensions. All else equal, black
individuals place more weight on composite consumption than housing and leisure relative other
races, but there are no significant differences in preferences between Hispanics and non-Hispanics.
Having a child in the home increases the value an individual places on both housing amenities and
leisure time, consistent with a desire to provide a home for one’s children and the time investment
parents make in raising them. Individuals with college diplomas also place more weight on housing
and leisure. Finally, as individuals age, they place less value on housing amenities and leisure
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Table 12: Preference Parameter Estimates

(1) (2) 3) “)
Housing (a') Leisure (a’)
Variable Estimate Std. Error  Estimate Std. Error
Demographic Characteristic Parameters Bt B’
Male -0.0108 0.0107  -0.0108 0.1240
Black -0.8590%%*%* 0.0968  -1.2960%** 0.1250
Hispanic 0.0479 0.3780  -0.1700 0.4340
Child in Home 0.7590%** 0.1320 0.5690%*** 0.1540
College Diploma + 0.84507%** 0.1120 0.7200%** 0.1280
In(Age) -0.1060%** 0.0295  -0.4330%** 0.0986
Constant 0.0000 3.726%** 0.3710
Second Moment Parameters (QF) u u
Std. Dev. of Preference Errors (0, and 6, )  0.2060%** 0.0468 0.2350%** 0.0560
Correlation 0.98207%** 0.0264
N (Rounded) 10,000
Train’s Pseudo R? 0.25

Notes: *#* p<0.01, ** p<0.05, * p<0.10. Cells without standard errors represent parameters that
were normalized for identification.
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(and more on composite consumption). These final estimates are not intuitive and require further
examination.

The standard deviation of u; (u;) is 0.2060 (0.2350). It indicates the amount of the preference
for housing (leisure) that is not explained by individual observables is minor relative to what the
covariates explain.

15 Predicted Outcomes

In order to test how well the model performs, I compare three types of predicted, aggregate mo-
ments, evaluated at the estimated values of the parameters, é, with their real-world counterparts
from the data. Each of the moments corresponds to one of the modeled outcomes: commute time,
commute mode, or housing choice. I begin with commute time, as it is the simplest outcome to cal-
culate and is an input into other predicted outcomes. Next, | present moments relating to commute
mode choice and finally housing choice.

To clarify the notation used in this section, recall that the observed housing choice of family i is
h, the observed commuting method of the head of family i is k, and the head of family i commutes
for a duration of 7. I define hasa possible home (from the affordable choice set of homes) family
i could live in, k as a potential method (again, from the feasible choice set) the individual i could
use to get to work, and 7;; as the predicted time it would take her to get to work from the given
home by the given method.

15.1 Commute Time

To measure how well the model predicts commute times, I compare predicted commute times

to the distribution of actual commute times from the data. Recall from Section B.1.1 that #;;;, =
exp (Kik YX + eint)» so the predicted commute time is 72 = [exp (Ki;l,;f/lf +ei;l,;> dF (e;;). The
commute characteristic parameters, yX, are estimated in the P! equation which uses the observed
commute time as the response variable. The y,f are identified from the covariation of the commute
characteristics (K;;;) and that response variable, but they also appear elsewhere in the model. They

are used in the PX equation to proxy for unobserved commute times, so accurate estimates of

i
commute times are an important input into the residential and commute mode choice parts of the
model. I am in the process of calculating these measures and will present and analyze them as part

of the published version of this research project.

15.2 Commute Mode Choice

The probability an individual chooses a given (}Az,Ak) pair is the predicted analog to Equation 7, the
joint probability of observing a family living in house 4 and commuting by method k. I define
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this predicted probability as ﬁzIZkK = Pr(h,k | é,fi;ﬂ;).s“ Summing this probability over homes for
a given k gives the predicted probability that the commuter from family i commutes by method
k: f’lllf = Pr(k | é,fi%) = 2’51 f’llzlf . I take the mean of these probabilities over individuals by
commute mode to calculate the average predicted probability of commuting by the given method.
Formally, I calculate the average predicted probabilities as PI{( = ]% ):f[:]l ﬁll]f Vk. Iamin the process
of calculating these probabilities and will present and analyze them as part of the published version

of this research project.

15.3 Housing Choice

As analogous aggregate measures to the ones detailed for commute mode choices (that aggre-
gate ISleK to show the average probability each individual lives in each home) are not meaningful
because each home can house only one family, so I aggregate in a different manner. 1 am in-
terested in how policies that affect commutes influence the distribution of housing locations, so
I use geographic information on housing and job locations to calculate the aggregate probabil-
ity that individuals live within a given distance range from their work locations. I index these
ranges with [ and define the bounds of these ranges as (E,Z) Recall from Section 4.3 that
dini 1s the distance between house & and job j that individual i travels by commuting method k.
I define an indicator function that is equal to 1 if a’,;j falls within range /: 1 (<d_l < d;{j < Z)

Finally, I can write the individual probability of interest as P} = Pr(E <dj; < Z | é,fi;l,%) =
Z%le Zlgjl 131751 <<d—1 < d};j < Z V1, and it’s aggregate analog as I-_’IH = %Zﬁvzll I-A’ng. [ am in
the process of calculating these probabilities, as well as developing other measures of interest, for
the published version of this research project.

16 Specification Tests

To assess the accuracy of the model, I conduct a several specification tests. In this section, I explain
how I conduct a chi-square goodness-of-fit test to asses how well the model performs. I am also
working to develop additional specification tests including Wald tests of whether relevant subsets
of the parameters are jointly equal to zero and Lagrange Multiplier tests to confirm that the model
is properly specified.

16.1 Chi-Square Goodness-of-Fit Test

I use chi-square goodness-of-fit tests to determine how well the model reflects the data. I perform
two tests that relate to the previously outlined outcome probabilities. First, I test the null hypothesis
that the observed and predicted proportion individuals commuting by each mode are identical.

54Note that this notation means that I use the predicted value of 7y, not the observed commute time, in calculating
the predicted probability of observing (%, k). For all other (h, k), this is the only option.
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Formally, this test is
Ho: PEN" = PIN'
Hy: PENT #£ P]{(leoreachk.
The x? statistic for each commuting method is

_ _ 2
[N (PENT — PENT) |

X )
PIQN

which has a y? distribution with NX — 1 degrees of freedom.

I also perform a similar test on the observed and predicted average probability of living within
a given distance range from work. The test and y? statistic are defined similarly to the previous
case as

Ho: B! (dy)N' = B (di; ) V'

Hy: PF (dj) N £ PH (d};]) N! foreachl,
and )
V' (7 () -7 (4))
PH <d1{j> NI .
Letting N denote the number of distance ranges indexed by I, the y? statistic follows a dis-
tribution with N¢ — 1 degrees of freedom. As I have not yet calculated the predicted probabilities,

I am unable to present the results of these tests, however they will be completed as part of the
published version of the research project.

17 Policy Simulations

Congestion is the result of the nature of impure public goods (roads are non-excludable, but are
rival) that causes them to be provided by the government at zero marginal cost. The rivalry leads to
external costs because each additional driver on the road imposes costs on her fellow commuters
that she does not fully bear. Direct quotas and Pigouvian taxes on vehicle miles traveled dur-
ing congested times of the day are politically infeasible first best solutions (Parry et al. (2007)).
Congestion pricing has been gaining traction as a more feasible alternative means of reducing
congestion, and Shoup (1997) advocates applying congestion pricing principles to public street
parking to reduce congestion, amongst other benefits.> All of these policies have the potential to
influence both the monetary and time costs of commuting. I seek to better inform the discussion of

31 explain the details of several congestion pricing policies in Section 3.
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ways to reduce congestion by performing simulations that illuminate the response to shifts in costs
caused by a given policy. My model allows me to account for the response to policy shifts both in
terms of the distribution of commuting method and residential location decisions.

I am in the process of using my model estimates to performing these comparative statics. I plan
to conduct policy experiments based on numerous policies. Based on the parameters of a given
policy, I first alter the pecuniary and time costs of the commutes faced by individuals in my model.
Then I allow for three types of responses. First, I allow for a short-term response in terms of mode
choice only. Second, I allow individuals to switch to a different commuting mode and/or move to
a new residence in the medium term. Finally, in the long term, I also allow the housing stock to
respond. The first two responses require only that I include a measure of congestion that feeds-back
individual responses into the model.’® The later requires estimating an additional housing stock
equation. Although I do not estimate an equilibrium model, I can perform equilibrium comparative
statics using the following algorithm:

1. Change the cost inputs based on the parameters of the given policy,

2. Calculate the distribution of & that the model predicts with the new costs (do the same for /1
in the later two scenarios) ,

3. Recalculate t;,; based on the new distribution of k (and 4, where applicable),
4. Recalculate pH based on the new distributions of k£ and / (in the later two scenarios), then

5. Repeating the previous steps until the process converges to a state where individuals no
longer change their commuting mode or housing location.

The results of these simulations will allow me to determine not only the effects of a given policy
on congestion, but also how much of that effect is due to mode switching and how much is due to
individuals moving to new residential locations. I can also analyze which individuals are affected
by the given policy to determine whether the policy is regressive in nature. This is an important
consideration that is often cited by opponents of congestion pricing policies (Parry et al. 2007,
Lewis 2008).

Part VII
Conclusions

My research develops a structural model of residential choice and commuting that makes contri-
butions to both the transportation and residential choice literatures. I do so by addressing the en-

] have experimented with aggregate measures of congestion to capture this effect, but they are not identified
by time variation alone with only one market included in my estimation. Instead, I plan to develop a measure of
congestion based on the number of individuals commuting from an area around a given home to an area around a
given individual’s job location.
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dogeneity of residential choice in analysis of commuting behavior with an individual-level model
that has a rich unobserved heterogeneity structure. The restricted-access data used for estimation
contains geographic precision that allows me to use GIS network analysis to painstakingly model
the optimal commute between each pairwise combination of home and job locations by each com-
muting method observed in the data. The model works well in predicting behavior, as evidenced
by the reasonable, preliminary estimates presented. Finally, I outline policy simulations that are
directly relevant to an emerging policy, the effects of which we do not yet fully understand, that has
the potential to drastically reshape the urban environment in this country. Future work will focus
on improving the fit of my model and conducting the policy simulations I outline. A follow up
project that is currently in the work-in-progress stage will add cohabiting couples to my estimation
routine.
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Part VIII
Appendix

A Data

A.1 Census Commuting Questions

Pisarski (2006) provides a list of shortcomings in the Census journey-to-work data that begins with
the fact that the data contains no information “about aspects of trips using more than one mode of
travel to get to work.” According to the Census 2000 Brief “Journey to Work: 2000,” Census data
report the “usual means of transportation to work.” When a person usually commutes via multiple
transportation methods, only the method that covers the greatest distance is recorded (Reschovsky
2004). Given the prevalence of park-and-rides, transfer passes, and bike racks on buses, it is clear
that multimodal travel is a reality in modern commuting, but there is little data available on this
type of behavior. The National Household Travel Survey (NHTS) is the only national survey that
measures mode transfers. Polzin and Chu (2005) calculate that 20 percent of all daily travel trips
on transit are multimodal based on NHTS data, but the authors cannot reconcile this estimate of
the prevalence of transfers with aggregate counts of the number of individuals who board transit
vehicles reported by the NTD and the American Public Transportation Association (APTA). This
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discrepancy suggests that the NHTS figure may be an underestimate.>’

While my research does not address this concern directly as I am not able to identify the exact
secondary means of transportation to work, I can mitigate the effects of unobserved commuting
methods. I do so in two ways. First, I restrict the sample to by dropping individuals who are
obvious multimodal commuters. For instance, an individual who reports walking as her primary
means of commuting, but lives many miles from her job. Second, I calculate the as-the-crow-flies
distance from the fixed locations where individuals can enter and exit transit systems to their home
and office locations. I assume that all commuters travel to the closest transit station to their home
and exit at the closest transit station to their work location when traveling to work. To account
for the fact that, for instance, those who live close to a station most likely walk or bike there, and
beyond some threshold distance, individuals likely take the bus or drive to the station, I allow for
differential effects by distance. Unfortunately, this control only works for multimodal commuters
who report a form of rail as their primary means of commuting. I cannot apply a similar control to
those who report commuting by road as their primary means of commuting.

A.2 Opportunity Cost of Housing

The ACS includes two types of housing costs depending on the tenure type of the family being
surveyed (ie, home owner or renter). Home-owners self-report a measure of total property value
and renters report their monthly rent. Bayer et al. (2005) and Bayer et al. (2007) explain that there
are three concerns with interpreting this data as a continuous measure of the opportunity cost of
living in the given home. First, both the property value and rent variables may not reflect the true
market value of the home. For home owners, the likely culprits are misreporting and overestimating
the value of one’s home. The real estate market is fluid and keeping up with it is costly, so home
owners may not be savvy to the current market value of their home if they did not purchase it in
the recent past (or if they have no intention of selling it in the near future). They may also have
a more optimistic outlook on the value of their home than is warranted. While renters are much
more likely to know their monthly rent, that rent may reflect a tenure discount if they have lived
in the home for an extended period of time. A second issue is that, property values are reported
in intervals in surveys prior to 2008 and are top-coded in all years. Finally, one must also adjust
the owner and renter home value measures to be compatible across tenure types, as home values
reflect the present discounted value of the flow of value from the home and rents reflect the stock
value of the home.

This section details how I account for these issues and construct a consistent measure of the
opportunity cost of living in each home from the available data. I primarily build on the data
cleaning procedures of the Bayer et al. papers, however, since both studies use data from the
1990 Decennial Census for the San Francisco Bay Area, I modify their methodology to more
appropriately fit my model and data. While the questions asked in recent Decennial Censuses and
the ACS are remarkably similar, my data differs in three key ways. First, my data is a repeated cross

>Note that the NHTS figure reports the number of transfers on daily travel trips of all types, not just trips made
commuting to and from work. It is not clear whether controlling for this distinction biases the estimate up or down.
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section that spans multiple years as opposed to just one. Second, my data pertains to a different
metropolitan area. This is noteworthy because of institutional differences in the way property taxes
are assessed. Finally, property values are reported categorically in Census products prior to 2008
and continuously thereafter.

I proceed by detailing adjustments made to property values, rent values, and tenure type.

A.2.1 Property Value

Home-owners are asked to self-report the value of their home and property and this data is reported
as a categorical, top-coded variable. Bayer et al. (2007) find that owners frequently report their
home’s purchase price, not its current value. There is evidence that this effect is present in my
data as well. Homes sold within the previous year have, on average, reported values that are 10%
higher than observationally equivalent homes purchased between 20 and 30 years earlier, all else
equal.”® In addition to misreporting, it has been shown in the literature that home owners frequently
overestimate the value of their homes using comparisons of self-reported and housing transactions
data (see, for instance, Goodman Jr. and Ittner (1992), Kiel and Zabel (1999)). While I cannot
determine the prevalence of overestimation of home prices due to the lack of transactions data,
Banzhat and Farooque (2012) find that price indices based on self-reported home values are highly
correlated with those based on transactions data and are a practical alternative to more accurate,
but less available, transactions data. To correct for the differential effects of misreporting across
different categories of the family’s tenure in the home and account for the overestimation of home
values in my self-reported data, I estimate a house value hedonic at the community level using
interval regression and use this regression to predict a continuous variable from the categorical,
top-coded data. Doing so at the community level is equivalent to computing a price index (see
Banzhaf and Farooque (2012), footnote 10), so this measure should perform as well as one based
on unavailable, but more precise transactions data.

Formally, I interval regress log home value on tenure categories, annual property taxes paid,
their interactions, housing characteristics, and year indicators. I do so separately by Public Use
Microdata Areas (PUMAs).>? T estimate the following equation

In(V,) = aytenure,+ opln(taxy)+ o3 (tenurey, X In (taxy)) + aaHy, + asyeary, + w,y,

where V), is the self-reported house value, tenurey, is a categorical measure of the length of time the
family has resided in home £, taxy, is the self reported property taxes paid, Hy, is the set of housing
characteristics, yeary, is an indicator for the year the data was collected, and a)}‘l/ is an error. Bayer
et al. (2007) are able to use the rules associated with Proposition 13 to transform property taxes
paid into an estimate of the home’s current value. I depart from their framework by including
property taxes paid instead of this estimate, which I cannot easily calculate because property tax

38 All calculations reported in this appendix are based on 2005-2008 ACS PUMS data.
>Estimates based on regressions at the PUMA and year level did not substantially improve results.
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laws vary over time and with geography in my sample.®C However, since I am running separate
regressions at the PUMA level, tax laws should be close to consistent by regression, although rates
will undoubtedly vary over time. If this is the case, ap will have predictive power so long as
homes that have higher property taxes have higher values and it will return a linear approximation
to the property tax cost in the PUMA. To the extent that multiple jurisdictions may exist in a given
PUMA, o will return a weighted average of these costs. To reduce the influence that misreporting
associated with longer tenured homes has on the fitted values of the hedonic, I interact the tenure
and property tax rates. Finally, I replace Vj, with V}, in subsequent steps to correct for misreporting.

A.2.2 Rental Value

The existence of substantial tenure discounts in the rents of residents based on their length-of-
residence in a given home is a well known phenomenon in the literature. For example, Marshall
and Guasch (1983) are unable to reject the existence of such discounts. Goodman and Kawai
(1985) find that the rent of recent movers is between 4% and 11% greater than that of all renters,
depending on specification. More recently, Arévalo and Ruiz-Castillo (2006) report discounts in
Spanish housing markets ranging from 3.2% to 83.5%, depending on the length-of-residence (up
to 25 years). Discounts in line with these estimates exist in my data: renters who are in the second
year of their lease receive a 4% discount relative to renters in the first year of their lease, all else
equal. This discount increases to 50% for individuals who have lived in their residence for between
20 and 30 years.

Tenure discounts are believed to be the result of unobserved heterogeneity due to depreciation
and/or state dependence due to match quality between the landlord and the tenant. The first ex-
planation posits that if landlords postpone performing maintenance or reconditioning a home until
tenant turnover, homes with longstanding tenants will be of lower quality than those available in
the market. To the extent that the available information in the data does not accurately measure
the quality of a unit (for instance, the data provides the number of bedrooms, but not how recently
the carpet in those bedrooms was replaced), this depreciation will be unobserved and explains the
existence of a tenure discount as a means of accounting for quality differences. An alternative
explanation is due to state dependence. Arévalo and Ruiz-Castillo (2006) explain that turnover is
costly not only for the tenant, but also the landlord (the costs of filling a vacancy include advertis-
ing costs, forgone rent, etc.). In addition, landlords may want to retain “good” tenants who treat
the unit well and coexist with their neighbors. Landlords may do so by offering a discount to ten-
ants who reveal themselves to be of high quality (see Goodman and Kawai (1985) for a theoretical
model). Note that it is not possible to determine which phenomena leads to tenure discounts and
both are likely to play a role in their existence.5!

®0Washington, DC assess property taxes at the district level. Virginia assess property taxes at the county, city, or
town level, and Maryland assess property taxes at the county or city level.

611deally, I would be able to model home choice as a dynamic programing problem where individuals choose their
optimal home in each period given their expectations about future utility flows from the home (net of ownership or
rental costs). With multiple observations on renters and homes, I would be able to separately identify the cause of the
tenure discount and adjust the rent each family would face at each home accordingly. Unfortunately, the data preclude
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These discounts are of consequence when I construct a measure of market rent for every home
in my sample. Doing so requires capturing the unmodeled dynamics that generate tenure discounts.
The salient question is: what rent would a family in the model pay in each home other than the
one the family lives in? There are four ways to construct a measure of unobserved rents, either as

1. The reported rent in the given home, which includes any tenure discounts that the current
tenant has accrued or

2. An estimate of the rent in the given home that excludes the current tenant’s tenure discount
and instead includes an estimated tenure discount based on how long the family has lived in
its observed home or

3. An estimate of the rent in the given home that excludes all tenure discounts or

4. An estimate of the rent in the given home that includes an estimated tenure discount based
on what the current tenant has accrued.

How one interprets the cause of tenure discounts can help to guide the decision of which method
is best, but they all have their drawbacks.

The first method of constructing a measure of unobserved rents is to naively assume that the
observed rent in the given home is the market rent. This is not sensible because it implies strong
assumptions about the nature of both sources of tenure discounts. If the discount is entirely due to
unobserved depreciation, using the observed rent without adjusting for duration of tenure implicitly
assumes that landlords do not perform maintenance on the apartment before new tenants move in.
However, this assumption negates the explanation for why unobserved depreciation results in a
tenure discount that is not captured by controlling for the age of the housing structure. If, on
the other hand, the discounts are entirely due to state dependence, this method of construction
assumes that the discount is solely the result of the characteristics of the landlord (not the quality
of the match between the tenant and landlord). Again, this negates the explanation for why state
dependence results in a tenure discount: the landlord would just offer a low rent to new tenants to
quickly fill his apartment if he was unconcerned with match quality.

The second means of constructing the rent measure equalizes the family’s discount across all
homes. The method is paramount to assuming that the family, however many years ago it was
searching for its current home, faced the options that currently exist in the data and made a decision
about where to live. The benefit of “turning back the clock™ in this way is that doing so not imply
any assumptions about the nature of the unobserved depreciation or state dependence that generates
the discounts. However, this method is difficult to implement in practice because it would require
adjusting the time dependent observable characteristics of the family members (such as age and
marital status) back to what they were when the family last moved. Additionally, it is not an
accurate representation of the decision a family thinking about moving in the given period faces,
as it assumes that the family has perfect foresight and decides where to move once and stays there.

a dynamic model, as they are cross-sectional in nature.
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The bias that using this method would introduce into my model depends on the reason tenure
discounts exist. To the extent that tenure discounts are due to unobserved depreciation (and the
discount prices this depreciation appropriately), the family would be indifferent between moving
to a higher cost, recently maintained home and staying in their depreciated home with a discount,
so no bias would be introduced. To the extent that tenure discounts are due to state dependence,
families in my model would be more apt to move because they would not forfeit their accrued
tenure discount by moving. If this is the case, this method would overstate the response to a policy
that shifts the distribution of housing.

The third method of constructing the rent measure removes tenure discounts from all homes. It
is equivalent to assuming that the family is living in the current home and considering moving to
the other homes in the choice set. Whether consciously or not, this is a choice that families make
each period. If the cause of tenure discounts is entirely due to unobserved depreciation, this means
of constructing the rent measure assumes that landlords perform maintenance on homes before new
tenants move in and adjust rents accordingly, so it is consistent with the unobserved depreciation
theory. If discounts exist because of state dependence, this method assumes that they are the result
of a good match between the both the tenant and landlord, which cannot be known to either the
landlord or the tenant when they first sign a lease. This method is also consistent with the state
dependence theory. While all of these implications are reasonable, the drawback of this method
is that the family’s housing history is endogenous because the discount is not removed from the
home the family is currently living in.%> This means that my model would understate a family’s
willingness to move in response to a policy shift because doing so would mean forfeiting an ac-
crued tenure discount. Again, to the extent that tenure discounts are due to appropriately priced
depreciation, this concern would be mitigated because the family would be indifferent between
moving to a higher cost, recently maintained home and staying in their depreciated home with a
discount. However, if the discount is caused by state dependence, this issue would be of greater
concern.

The fourth method is similar to the first, but smooths the tenure discount by using the aggregate
market discount instead of the individual home/landlord/renter discount. As all four methods of
construction have drawbacks, I proceed by following the fourth method because it mitigates the
extreme assumptions of other methods, it can be implemented without requiring ad-hoc adjust-
ments to the time dependent observable characteristics of the family members, and it most closely
reflects the standard in the literature set forth by Bayer et al. (2005) and Bayer et al. (2007). To
model the market rents as the rent associated with the home reported in the data after smoothing
with an aggregate measure of the tenure discount, I regress

In(R,) = PBitenurey,+ PrHy + Bayear;, + a),f,

where R), is the self reported gross rent, tenurey,, yeary, and Hy, are as described in the home value

%2This problem could be ameliorated by adjusting rents for tenants in their observed homes to reflect a market rent
that excludes tenure discounts, but doing so would mean that some individuals would not be able to afford the home
they live in.
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equation, and a)}f is an error.®3 Again, I run separate regressions by PUMA. I use R}, as a measure
of the market rent in the given home.

A.2.3 Adjustment for Tenure Type

Data on owner and renter home costs in the data are not compatible because home values represent
the present discounted value of a flow of services from the home and rents are the stock value of
those services. In order to calculate the opportunity cost of living in an owner-occupied home, I
regress

In(m,) = Yion+ YoHy+ Y3yeary, + @},
by PUMA, where

Vh ith =1

Th =19
Ry, else,

1 if hisowner — occupied
op =
0 else,

Hj, and yeary, are as described in the previous equations, and wfl) is an error. I then use the estimate
of 7 to convert home values to a measure of the rent the family would pay if it were renting the
home. After making these adjustments to the data, the price of housing as defined in my model, is

P =exp(f, (0p=0)).

B Estimation

B.1 Joint Probability of Observing ¢, 1, and k
B.1.1 Probability of Observing 7;;;

Recall from Equation 1 that the observed commute time is a function of both a linear index of the
characteristics of individual i’s commute and an error term. The probability that the individual’s
observed commuting time is equal to the commuting time the model predicts is the probability that
this equality holds for the observed home and commuting method:

Plt = Pr (tihk = exp (I(ll’lk,y}(K -+ el-hk) forhandk | 9) .

Explicitly, this is

%To be consistent with home values, I use contract rents instead of gross rents (gross includes applicable home
utility costs such as heat, electricity, etc.). In order to account for the effects of the inclusion of utilities in rental costs
in some homes, but not in others, I follow Malpezzi (2008) and include indicators for the inclusion of a given utility
in the rent in Hj,.
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P =

1

1 0 (111 (tink) —Kihk}’;f)

Oclink O,

where ¢ () is the standard normal probability distribution function (PDF). Note that there is one
such condition for the observed 4 and k for each individual, as I do not observe commute times for
home and commuting method alternatives that individuals did not choose.

B.1.2 Conditional Probability of Observing / and k

I outline the empirical specification of PlH K for an arbitrary N homes and NX commuting options
in individual i’s market. PPX = Pr(Uyy > Uy ¥V (W, k') # (h,k) | ei, 0) is a statement about
the joint probability that N? NX — 1 optimality conditions hold for each individual, conditional on
eink = In (tipg) — K,-hk}/,f . I proceed by first defining the optimality conditions as functions of the
errors and the data. Then, I condition on a subset of the errors and recast the optimality conditions
in a tractable form for estimation.

Optimality Conditions Observing an individual living in house /2 and commuting by method
k implies that Uy > Uy ¥V (W, k') # (h,k).%* After algebraic manipulation, it can be shown that
these conditions are equivalent to e > f (&, Dy ) ¥V (W', k') # (h,k), where f(-) is defined to
compactly represent the optimality condition as a function of the errors and data; &; was defined in
Section 12.1.2 as the vector of unobserved heterogeneity terms; and Dy = {cippr, Hy, Kipyie } 18
the set of data that varies over conditions and is used for notational convenience. Explicitly,%

f(&,Diyw) = In(T—L;

T —L;—exp (1,-/; + Wik) Link

C. -~ -~
111( Z’;I]i/ ) 7exp(XiﬁH+/,li) [(Hih*Hih’ ) YH+8i;l+1),‘h*£ﬂ~1/ *Dih/]
exp(Xi'+u;)

exp

KoY — Ay — wiw-

%4Optimality conditions can take one of three forms. Either the individual prefers the observed combination of &
and k to

1. Living in another house and commuting by another method (U > Uy VI # h& K # k),
2. Living in another house and commuting by the observed method (Ujx > Uy VH' # h), or
3. Living in the observed house and commuting by another method (Uj, > Uy VK # k),

so the notation (/',k") # (h,k) is equivalent to &’ # h and/or kK’ # k. Regardless of which of the three conditions is
relevant for the given combination of A’ and &/, I can express the optimality condition as a function of ej.

5 Note that I replace €, = &; + Uy, and Ay = exp (;li,; + w,-k) when defining this function. Also note that I do not
replace f;; as it is observed directly in the data for the individual’s chosen home and commuting method.
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Bounds of Integration Evaluation of the joint probability that all of these optimality condi-
tions holds cannot be accomplished analytically or numerically. Instead, I proceed by conditioning
on ¢; and &; to make the problem tractable, then evaluating the multidimensional integrals that re-
sult using simulation methods. This requires determining the region over which each of the errors
in &; are integrated. Placing bounds on the errors being integrated is necessary to avoid situations
where draws of the simulated errors are such that no values of the remaining, unintegrated, errors
(the e;pr) are consistent with the data. Figure 2 provides a general, graphical representation of this
situation, abstracted to two dimensions. The amorphous, shaded region depicts the values of the

2 3

v

Figure 2: Intuition for Bounds of Integration

errors that are consistent with individual i choosing home h and commuting method k. The errors
in & must be drawn such that A < &; < B, otherwise no value of e;, is consistent with what is
observed in the data.

Specifically, the value of e;p; is fixed by the estimation of Pl.’ (by the relationship that e, =
In (1) — Kihk"y,f ), and all of the errors in &;, save for wj, are integrated over their full distributions.
Simulating w;; from an untruncated distribution in this manner would be problematic, as there
are some feasible values of w;; for which no value of a given e;;;» could explain the observed
outcomes. This would occur when the random components in the leisure term associated with the
observed choices (7;;) are such that /;;; — 0. Leisure enters the utility function as the argument
of a natural log (see Equation 2), so as leisure goes to zero, the utility of the given choices goes to
negative infinity. This is not a problem for an unobserved combination of a home and commuting
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method, as it ensures that U, > Uy for the given (I k") # (h, k), however, such a situation is a
concern for the observed combination of choices because the model cannot explain an individual
choosing options that result in a utility of negative infinity. To ensure that the the optimality
conditions can be evaluated, it must be the case that leisure is positive for the observed choices.
This necessitates a bound on wj. It can be shown that the condition that ;;; > 0 forhandk is
equivalent to the condition that wj, < B where

BIW =In (T - Li) - Kihk'ykk - 11-7( — €ihk forhand k.

Proof that bounding the other errors in &; is unnecessary is straightforward, as the e, errors
enter the optimality condition linearly. Since the support of e;; is the real line, any observed out-
come can be justified by an e;; in the appropriate range, so long as f (&;, D) can be evaluated.
The restriction that w;, < B} ensures that the numerator of the second term in the argument of the
natural log of f(&;, D) is positive. The only concern, then, is that the denominator of the second
term in the argument of the natural log in f (&;, Djy) is such that

T —L;—exp (Zﬂg + Wik) Link

T—-Li— :
(m (%:, ) —exp(X BH 4111 [ (Hin—Hyy ) Y+ 01— By — V3] >
exp i

<0.

exp(Xiﬁ/{Jru,-)

This occurs as the denominator goes to zero (exp (-) — 0). With algebraic manipulation, it can be
shown that this is a corner solution. It only occurs when Uy > Uy for the given (B, k) # (h,k)
regardless of the value of e;p. Intuitively, this means the utility from composite consumption
and housing amenities associated with the observed choice is great enough that that it doesn’t
matter how little time it takes to commute from the unobserved home and/or by the unobserved
commuting method, the individual will always choose the observed combination. When this is
the case, I do not need to calculate f (&;, D) to evaluate the probability of the given optimality
condition holding.

I define ¢ (&) as the joint distribution of & and B; as the upper bound on &;. The over-bar on
¢ denotes that the distribution is truncated for some elements of &;, namely the wj. Similarly, the
bound on the joint distribution of &; is only binding for w;; so

o else.

B = {Bzw if &ij=wi
The probability that &; is less than B; is equal to the Pr(wjy < BY). I define this probability as

PI-B where
B B}
PPoa(ll). (©)
Oy
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Joint Probability After integrating over the errors in &;, the optimality conditions can be
written in a form that is tractable for estimation. The probability of interest, Pl-H K
that individual i chooses house & and commuting method k. It is expressed as

, 1s the probability

PI% = Pr(eww > f (& Davw) ¥ (W ,K') # (h,k) | eint) -

Using the law of total probability and the assumption that the e;, ;s are independent of both each
other and the the other errors in &;, PZ-H K
probabilities, so

can be written as the product of N NX — 1 conditional

Pt = [T Prleww > f (& Diww) | ek, & < Bi) PP.
(W &) #(h.k)

After integrating over the joint distribution of the errors in &;, conditioning on e;z; = In (fi) —
KinyX, and replacing the remaining e;, s with their standard normal component according to the
relationship e = O.Nywr, 1 write the joint probability of observing a family living in house A
and commuting by method k in a form that is tractable for estimation as

B = / i (h’,kgm,m {1 - (f(é,Dih/k/)” RO (&) ds @

oo O,

B.2 Identifying Variation

I encourage the reader to refer back to Equation 2, the individual’s full choice problem, and Sec-
tion 12.1, that details the model’s error structure, while reading this section. I begin by discussing
the identification of the commute time parameters, which are the coefficients in the commute time
equations ()/( ) and the standard deviation of the commute time error (6,.). The amount of time
an individual reports taking to travel from her home to her job depends on the distance between
the two locations and the speed the individual travels. The GIS commute characteristics I pro-
duce (GIS predicted times) are used to capture the effects of these factors on commute time. The
commute characteristic parameters, yl‘f , are identified by the covariation of commute characteris-
tics (Kjp,) with the commute time the individual reports to the ACS (¢;;). There is no guarantee
that the individual will choose to travel the exact route mapped by the GIS algorithm, and even
after conditioning on route, the characteristics are not perfect descriptors because of congestion,
speeding, variation in mass transit schedules, and measurement error in the network data. This
means that model-predicted commute times will deviate from the observed times. Variation in
these deviations identifies the standard deviation of the commute time error, ©,.

The error associated with commute time, e;;;, iS necessary, but not sufficient, to explain why in-
dividuals do not always commute by what the model determines is the optimal method. Individuals
choose commutes based on considerations other than financial and time costs. Some individuals
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in the data choose to commute by a method that is more expensive, both in terms of money and
time, than a given alternative. This can be explained by the individual having a high preference for
the costlier method, be it because an automotive commuter enjoys listening to music in his car or
a mass transit commuter enjoys reading the paper on the subway.®® The method-specific A error
accounts for these preferences. It is separately identified from e;,; by the exclusion restriction
that e;;; varies with homes, because of error in predicting commute-location-specific-times, but
Airx does not. The variance-covariance parameters in Q* are identified as in other polychotomous
discrete choice models (see Bunch, 1991). The intuition for the identification of these parameters
is that if an individual does not choose the commuting method that results in the greatest utility
according to the model (for the purposes of exposition, say automobile), then the unobserved pref-
erence for automotive commuting, A; 4., must be such that it was not the best option (A; 410 is
large relative to other A;;). If when individuals do not select commuting by car, they frequently
do not select another given method (say, carpool), then there is a positive correlation between the
unobserved preference for those commuting methods. Alternatively, if individuals do frequently
select carpool when the (hypothetical) model-predicted best option of automotive commuting is
not chosen, then there is a negative correlation between commuting by car and by carpool.

Now I consider the parameters involved in the housing choice, ¥ and Q¢. Individuals choose
a home based on its intrinsic characteristics (e.g. number of rooms), locational characteristics (e.g.
proximity to mass transit), and cost. The covariation of observable housing characteristics and the
observed housing choice identifies the Y/ parameters. There are assuredly additional characteris-
tics of the home that the econometrician does not observe. An individual may prefer an open floor
plan and choose a large home with few rooms. An individual may select a home because it is close
to family members (or select a home that is on the other side of town). The housing-specific error
term, &, 1S necessary to explain cases where an individual selects a home that is observationally
inferior to other homes in her feasible choice set. The variance-covariance parameters in QF are
identified as in other polychotomous discrete choice models (again, see Bunch, 1991). The intu-
ition in this case is similar to the intuition for identifying the parameters in Q*. If an individual
does not choose the home with the highest observable quality (Hy,Y") she can afford, the unob-
served preference for that home, €;,, must be such that it was not the best option (g, is negative or
relatively small if positive). If when individuals do not select that home, they frequently also do
not select another given home, then there is a positive correlation between the unobserved quality
of those homes. If, on the other hand, individuals do frequently select the other given home, then
there is negative correlation between the errors.

Finally, while the errors mentioned previously are necessary to explain deviations from the
predicted optimal housing and commuting methods separately, the joint decision of housing and
commuting method needs to be explained as well. The random preference parameters, o, OCiH ,
and ocf, are necessary to explain deviations from the predicted joint decision. As I am modeling
a discrete choice, I must normalize one of the parameters, as the level and scale of utility are

%Note that it can also be explained by the individual having a low preference for the unchosen option because she
finds driving on congested roads to be stressful or because she does not like to stuff herself into a crowded bus.
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irrelevant. I do so by setting o = 1, which addresses the issue and is equivalent to fixing one of the
variance terms.%” The remaining parameters account for the fact that even if two individuals value
all homes and commutes the same, they may be observed living in two distinctly different homes
and commuting by different methods. This would occur if they had different relative preferences
for composite consumption, housing amenities, and leisure time. I provide intuition with three
illustrative examples. In all, I assume that two individuals agree in their valuations of housing and
commuting options, and they both commute to the same location.

1. Assume that these two individuals live in homes that are identical in every way, save loca-
tion. The first lives in a home that is closer to their shared job location, so he has a shorter
commute, but that commute is more financially costly than the commute taken by the second
individual. The former has a greater preference for leisure relative to composite consumption
than the later, so Otf > ch.

2. Now assume that the two individuals are neighbors as well as coworkers, so they have identi-
cal commutes, both in terms of time and financial costs. If the first individual lives in a better,
more expensive home than the second, then he prefers consumption of housing amenities to
composite consumption, so o > ol

3. Finally, assume that these two individuals live in homes that are of equal cost and commute
by methods of identical financial cost. The first lives in a downtown apartment that is close
to their shared job location. The second lives in a suburban home that is farther from work,
but has more housing amenities than the downtown apartment. The former has a greater
preference for leisure relative to housing consumption than the later. This indicates that

0 {
o o

o T ol

Regardless of case, the covariation of the observable individual characteristics (X;) and consump-
tion of housing (H;,) with housing and commuting outcomes identifies the B/ parameters. Sim-
ilarly, the covariation of the observable individual characteristics (X;) and leisure (0 With out-
comes identifies the B¢ parameters. The individual observables will not perfectly predict the pref-
erence parameters, hence the inclusion of error terms associated with the individual’s preference
for housing amenities (U;) and leisure (#;) in the model. Correlation between higher order moments
of the deviations and higher order moments of the consumption of housing and leisure identifies
the variance parameters in QHF,

B.3 Threats to Identification

Although this work advances the literature in several important ways, assumptions are necessary to
keep the model tractable. As stated earlier, I assume that an individual takes her city of residence,
family structure, vehicle ownership, and employment as given; and that the locations and hours of

67See Train (2009) for an excellent treatment of the subject.
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firms and schools are independent of residential choices and transportation options. I discuss the
potential bias that each of these assumptions introduces in the remainder of this section.

Defining the local residential market as closed at the metropolitan level is necessary to limit
an individual’s choice set when searching for a home. It has the potential to bias results to the
degree that individuals select their city of residence based on characteristics of the residential or
commuting markets in the city. For instance, if an individual chose to locate in a city because of a
lack of congestion or the availability of a particular commuting option, my model would understate
the preference that the individual has for those amenities. On the other hand, if employment
opportunities alone drive the choice of city, then this source of bias might arise only if firms choose
locations on the same basis, which I will not be able to model.

Excluding family structure decisions, such as fertility, are another possible source of bias. For
example, Dettling and Kearney (2011) find that changes in house prices have differential effects on
the birth rates of home owners and non-owners. If an individual decides to have children because
their home location is more conducive to raising children, my model will overstate the impact of
those children on the individual’s value of the given housing amenities. A similar logic applies
to the sign of the bias that children might cause on commuting amenities (e.g. a shorter or more
flexible commute). These concerns are an interesting topic for future research.

Ignoring automobile ownership decisions is a more problematic assumption in the direct con-
text of my model. My model removes commuting by car from the choice set of a household that
does not own an automobile, but an individual who does not own a car may do so because she
has a high distaste for commuting by car. My model will understate this individual’s distaste for
commuting by car, but explicitly modeling automotive ownership decisions is not supported by
the available data. I observe very little about automobile ownership: only how many vehicles are
available for use by members of the household. Fortunately, concern over this bias is mitigated by
the fact that the automobile ownership rate is quite high: 87.4% of the families in my sample have
at least one car per adult in the family.

Assuming that labor market decisions are exogenous also is not benign. In my model, I treat
individuals as searching for a place to live subsequent to finding a job. However, the converse could
also be true. This causes bias if, for example, an individual with a high distaste for commuting
trades proximity to her home for wages when accepting employment. If so, my model would
return a biased estimate of this individual’s aversion to commuting, as it will explain some of the
residential choice as a function of low wages preventing the individual from being able to afford
a long commute, understating the individual’s distaste for commuting. It is important to note that
all of the residential choice studies I cite in Section 2 make a similar assumption. The alternative
would require modeling job search behavior, which is not possible given the available data, as I
observe only minimal characteristics of the individual’s current job.

The assumption that the locations and hours of firms and schools are independent of my choice
variables is implausible. Both are likely to locate in response to the distribution of residential hous-
ing and factor local commuting conditions into their decision of how to set their hours of operation.
Again, I provide an example of how this might lead to bias. If firms locate close to neighborhoods
where a critical mass of individuals reside, my model will overstate the aversion those workers
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have to commuting long distances. I justify this assumption similar to the justification for the as-
sumption that the agents in a perfectly competitive market are price takers by assuming that any
individual’s choice of residence and method of commuting can neither influence where nor when
firms and schools operate.

Despite these shortcomings, it is important to remember that that my model makes several key
advances by jointly modeling residential choice and commuting method at the individual level in a
way that allows for a rich heterogeneity structure and incorporates collective household decisions.
I remind the reader that Langer and Winston (2008) propose a joint model of residential choice
and commuting mode similar to the one I outline but opt for a different research design because
“the data and modeling requirements of a disaggregate approach... are formidable.”
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